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Abstract

Loss functions are used for estimating the accuracy of the classification models in Machine Learning.
The error loss value measures whether the predicted labels match the true labels or are close to them.
Handwritten character recognition is a pattern recognition problem. The progression of pattern recognition
applications for offline image classification is rapidly improved by using deep learning techniques.
Convolution Neural Networks (CNN) and the activation function are the most commonly used in deep
learning. In addition, different loss functions are used to evaluate the performance of the model such as
Categorical Cross-Entropy (CCE) and Mean Square Error (MSE). In deep learning techniques, the size of
the datasets plays an important role in obtaining high performance, but with traditional MSE, the loss values
reach zero in the very early stages of the training process when the dataset size is large, and yet the model
accuracy is still in progress. This study proposes a developed loss function via enhancing MSE. The proposed
improved MSE is based on dividing the square error by the sum of the predicted label probabilities instead
of the total of the sample number. Five datasets are used to test the performance of the proposed modified
MSE with the proposed CNN pipeline model in addition to the modified VGG16. The datasets are AHCD,
AIA9IK, HIJJA, Self-collected, and MNIST. The loss rates of the proposed loss function showed a significant
improvement in the accuracy rates for all datasets with the improved MSE in comparison to the CCE.

Keywords: Loss functions; Machine learning; pattern recognition; Handwritten character recognition; Deep
learning; Mean Square Error.

Introduction

Regression loss functions such as L2 are usually
used with regression problems 1. MSE is a regression
loss function that calculates the summation of the
squared difference between the probability of the
predicted label and the true label. The results of
summation are divided by the size of the sample as the

penalty factor which is used to update the weights of
the neurons. The model performance is good if the
error is a small value, but when it is large, the
constructed model fails to predict the true label or
class. In classification problems, log loss functions
such as Cross-Entropy (CE) loss are used to evaluate
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the classification model performance. Study ! also
mentioned the usability of regression loss functions
with classification problems.

In the 2 study, the researchers proposed using
MSE with deep learning to generate geometric shapes.
The study stated that the MSE function has suffered
from a fast approach to zero. So, they proposed an
enhancement of MSE by considering the mean of
Maximum and Minimum of MSE. However, the
proposed method does not take into consideration the
effect of the sample size. Another study was presented
by ® to slow down the learning of misclassified
samples. The proposed techniques of this study aim to
neglect samples that could be correctly classified in the
later stages of training. A recent study * proposed a
balanced MSE to overcome the imbalance in training
label distribution for regression problems only. These
presented studies motivate us to propose an enhanced
MSE loss function that considers all the training
samples regardless of the size of the dataset. It also
suits the handwritten character classification that
contains various handwriting styles.

The characteristic of MSE with handling noisy,
small-size data °, and data with outliers encourages the
researchers to apply it to Arabic Handwritten
characters classification. In general, character
recognition can be investigated in two directions,
printed (typed) characters and handwritten character
recognition 8. The printed characters have the same
style and size as any given character. On the other
hand, with handwritten characters, there are unlimited
styles and sizes of characters for the same individual or
among different individuals 7. Character recognition
systems are in two categories Offline systems and
Online systems. An online character recognition
system involves interpreting the entered character via
any automated input device such as touch screens and
digitizers at the current run time. So, the recognized
characters are represented in computer-generated
styles. In the offline character recognition system the

Literature Review
This section presents studies that discuss using

deep learning techniques for different problems. The
proposed solutions are based on either proposing novel

characters are captured using a scanner or a digital
camera and saved in the computer storage digitally 8.

Since the early nineties, a new era of recognition
and classification research has started by using Deep
Learning Networks (DNN) 3. DNN proved its
superiority in speech recognition, Natural language
processing, and image classification over the classical
state-of-the-art machine learning techniques **. The
focus of DNN is to minimize the cost function of the
model by learning in-depth °. Cross entropy and spare
cross-entropy are the most common loss functions used
for Handwritten character classification with deep
learning approaches " %15, However, both mentioned
loss functions include calculating the logarithmic
values for the error rates. That increases the error rates
in a way that is not compatible with the resulting
accuracy rate. On the other hand, the MSE function
suffers from a fast approach to zero from the early
training stage.

The current study contributes to our knowledge
by addressing four important issues. First, the paper
discusses the performance of the MSE as the loss
function for classifying Arabic  Handwritten
characters. Secondly, it proposes an improved MSE to
increase the model performance accuracy by
overcoming the fast approach to zero problems of the
MSE. Third, collect an Arabic handwritten character
dataset to test the proposed improved MSE. The last
issue is comparing the performance of the proposed
improved MSE with CE and MSE functions.

From the above introduction, some challenges are
presented as questions as follows:

1- Does the standard MSE perform well with
classification problems?

2- Does the proposed improved MSE overcome the
approach problem of MSE?

3- Does the proposed improved MSE outperform
the Cross-entropy loss function?

loss functions or altering loss functions with others as
shown in the next paragraphs.
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Recently a group of researchers in ¢ proposed a
K-means online routing protocol (KMORP) based on
a Markov mobility model for UAV ad hoc networks
with different sizes. MSE was used to evaluate the
routing protocols in predicting the routes chosen by the
data packets from the source to the destination.
According to the authors, the MSE showed different
results for the proposed protocols. However, the study
did not discuss the reason for using MSE rather than
other loss functions.

Another recent study !’ discussed the lack of
remote-sensing images. The image features were
extracted using Long Short Term Memory (LSTM)
and Gated Recurrent Unit (GRU). The study proposed
an optimized features augmentation using an iterative
genetic algorithm (IGA). The reported results of the
accuracy, precision, and recall showed the superiority
of the proposed method over the state-of-the-art
studies.

Study ® proposed a novel loss function that
includes an improvement to the Categorical Cross-
Entropy (CCE) loss function by imposing Mean
Absolute Error (MAE). It showed remarkable
performance in Deep learning neural networks. In the
study, Categorical Cross-Entropy (CCE) was found to
be less robust to the large-scale datasets with noise in
the training sample labels. The results showed that the
proposed loss function has outperformed both the
MAE and CCE individually by classifying images
from CIFAR-10, CIFAR-100, and Fashion MNIST
datasets with different rates of noise. The authors 2
developed the Mean of Maximum Square Errors
(MMaSE) and Mean of Max Absolute errors loss
functions based on Mean Square Error and Mean
Absolute. Deep learning techniques represented by a
convolutional autoencoder were used to generate four
2D geometrics with random size and Dirichlet
(probability distribution) boundary conditions. Using
ImgeNet dataset discrimination the authors *°
proposed a novel loss function called the adversarial
loss function. The proposed loss function is composed
of the Generator loss (LG), the Discriminator loss
(LD), and the Encoder loss (LE).

For facial expression and recognition problems
in deep convolutional learning, the authors % proposed
a margin-based loss function instead of Cross entropy.

Another novel loss function was proposed by % for
object detection. It is composed of two non-
decomposable complex loss functions. The first is the
Average Precision (AP) and the second is the
Normalized Discounted Cumulative Gain (NDCG).
The study used a deep learning model with the Pascal
VOC 2007 object detection dataset to evaluate the
proposed loss function.

In study 2, the researcher claimed that RMSE is
weak and inappropriate for normal distribution
problems and triangle inequality. On the contrary, 224
studies proved the priority of RMSE over MAE. The
study showed that RMSE is not ambiguous and more
appropriate to be used in models with a normal
distribution. Moreover, it is good with triangle
inequality as a distance function metric. Also, the study
has proved that the sensitivity of RMSE to outlier
probabilities or noise and redundancy were well
defined by RMSR. It was explained in the final
discussion that both MAE and RMSE are important in
different fields that suit their functionality. Moreover,
other researchers have been encouraged to use MAE
over RMSE for its statistical evaluation as found .

Some other authors attempted to reduce the loss
rates by manipulating the used activation function like
the study proposed by ¢ to enhance the performance of
the Time Delay Neural Network (TDNN) model for
the prediction of the upcoming serial crime. The study
proposed an enhanced Nonlinear Autoregressive with
Exogenous Input (eNARX) model based on two
activation functions the Tanh and RBF at the same
hidden layer. According to the authors, using two
fusion activation functions led to minimizing the
model error and producing a precise prediction for
crime spatiotemporal. Moreover, the study by %’ also
proposed an Optimized Leak Relu activation function
to enhance the model performance for classifying
handwriting characters. The proposed activation
function fuses both negative and positive feature maps
and this led to an improved accuracy rate and a
decrease in the loss error.

From reviewing the above studies, many
researchers discussed improving or developing a loss
function to improve the model discrimination
performance. Also, to overcome the outlier data
problem. Other studies are presented to prove the
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ability to use MSE, MAE, and RMSE in recognition
problems as well as classification problems. Especially
when using a dataset with noise and outliers.

Mean Square Error Loss Function

The performance accuracy of a neural network
can be measured by its effectiveness based on the size
of the error value. The error value or the loss is
calculated from the difference between the true label
and the predicted label presented in the MSE.

A small loss value indicates that the predicted
label is the true label. Otherwise, it is not, and the
weights of the Neural network nodes must be updated
to meet the correct prediction. The mean square error
cost function formula is as follows in Eq. 4:

1

AN2
MSE =m ?’:12?’21(yij _yij) 1

Where:
i=1,2,.....N represents the image height

0.8
0.6

0.4

MSE loss

0.2

-40 -20 0 20 40

predictions

a

j=12,..M
yij the true label,
y;; the predicted label

represents the image width

The modified Mean Square Error loss function

In 2 stated that the MSE function suffers from
unboundedness and convexity in both negative and
positive infinities. The MSE is great for ensuring that
the trained model has no outlier predictions with huge
errors since the MSE puts a greater weight on these
errors due to the squaring part value of the function as
shown in Fig. 1. For that reason, a wrong prediction
will magnify the squaring part value. In terms of
complexity, this magnification leads to slowing down
the learning of misclassified samples.

Outliers

20

Outputs

Inputs
b

Figure 1. (@) The behavior of MSE loss versus prediction error, (b) MSE with outliers 2

On the other hand, in the classic approach, the
denominator (N x M) is used in the training sample to
update the weight of the misclassified samples. This
N X M is a constant value that represents the image
size or the total number of pixels in an image. So,
suppose different sizes for the same image, assuming
the same prediction value the MSE loss decreases and
approaches zero when increasing the image size as
shown in Fig. 2(a). The loss values fast approach to
zero while the model performance still has low
accuracy rates.

However, in our research, the result of the
square error is a small value ranging between 0 and 1
since it represents the probability difference between
the true and the predicted class. So, by dividing the
summation of the predicted probabilities of all the class
labels in the training epoch as shown in Fig. 2(b), the
resulting loss rate and the model performance accuracy
start to change Inversely proportional. In other words,
at early epochs, the loss rates started relatively high
with low accuracy and then decreased with continuing
training for many epochs while increasing the accuracy
rates proportionally.
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My g2
modified MSE loss = Z‘l,(v,y—yf) , 2
i=1 71
where:

M . 9, = np, =the fitness penalty applied on the
square error and update the unit weights.
y, = true label of the input sample i
9, =
predicted label probability of it" input sample. Egs.
3-7, show the first derivative of the modified MSE
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Figure 2. a) The effect of increasing the image size on MSE loss, b) the modified MSE with the sum of the
probabilities for 10 training samples.

Algorithm 1. The proposed improved MSE loss function pseudocode

The improved MSE function Algorithm

INPUTS:
y; «True image class label
y; « Predicted class label

SE <0
sum < 0
fori«1toMdo
SE « SE + (v; = 9)?
Sum « sum + ¥,
end
improved (MSE) = (SE) / Sum

# Initial Square error

The idea is to decrease the denominator by summing
small values. These values represent the predicted
label probabilities for the training batches. Another
objective that can be obtained is to maintain the high
performance of the model. Moreover, the proposed
approach aims to overcome the fast approach to zero

problems associated with MSE, especially with the
huge size of samples.

The proposed CNN architecture
The proposed method consists of three parts.
The first part is to prepare input images by resizing the
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width and the height to 28x28x1. The number (1)
represents the image channel which is grayscale level.
The second part is to divide all the datasets into three
sets, the training set (70%), the validation set (20%),
and the testing set (10%). Then pass the dataset array
to the proposed CNN blocks to build the training
model. The model consists of seven CNN layers with
Rectified Leaner Unit (Relu) activation function and
Batch normalization layer followed by each Relu, one

Maxpooling, four dropout layers, three dense layers
with 3204, 1024, and 512 nodes, and one dense layer
with Softmax classifier with 28 or 10 or 66 classes
depending on the dataset in use. MSE and the proposed
improved MSE are used with the Softmax classifier for
evaluating the model. The learning rate is set to 0.001
with the Adam optimizer. The proposed CNN blocks
are presented in Fig. 3.

dense 28
dropont

BN
dense 512

dropout

BN

dense 102

dropont

BN

densa 2504

dropout
B™
oI T (32.32.3070
LS PO L,
BN

oG (32,32,.30)
BMN

(

colme S (32,32,25)
BN

/r
LY

coim<t (32,32,25)
BN

corme3 (32,532,207
BN

corme 2 (32,32, 20)
BN

coimel (32,32,106)

Figure 3. The proposed CNN Pipeline

Fig. 4 presents the proposed methodology
flowchart. The first step is reading the images and
resizing themto 30 x 30 then dividing the dataset into
three sets the training set, validation set, and the testing
set. Next, the training set is passed to the proposed

CNN model or VGG16 model. The two dimensions
extracted features then flattened to one dimension and
passed to the dense layers. (2304, 1024, and 512 units
for the proposed model and 1024, and 512 for
VGG16). The trained samples are then passed to the
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classification layer represented by Sofmax classifier
with a number of units equal to the number of the
dataset class labels. The model is compiled using the
enhanced MSE and The standard MSE. The accuracy
and the loss rates are calculated for both the training

and the validation sets for each epoch. Next is
calculating the test accuracy and loss rates in addition
to calculating Precision, Recall, and F1 score
measures.
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Figure 4. The proposed model flowchart
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Evaluation metrics

More testing approaches are used to show the
improvement provided by the proposed improved
MSE like the F1-score Eqg. 8 and the accuracy rate.

Where:

Experiments and results

The datasets and the hardware requirements

The experiments are implemented by using the
AHAD (16.8K) % with 28 classes, AlexU lIsolated
Alphabet (AIA9K) 3 with 28 classes, Digits MNIST
(70K) with 10 classes, HIJJA (48K) with 29 classes 2,
and the self-collected (38K) datasets with 28 classes.
Fig. 5 shows samples from the described datasets. All
datasets are available for the researcher upon personal
request.

a- The self-collected dataset

F1 score = a combination of recall precision

__ 2xprecisionxrecall

F1

precision+recall

The experiments are performed using laptop 15
gen.8, RAM 16 G, GPU of 4G memory, and 1T Hard
disk. The proposed model is implemented using
Python 3.8 and TensorFlow library. The datasets are
divided into three parts training set (0.7), validation set
(0.2), and testing set (0.1). These specifications are
necessary because of using large-size datasets of
images with deep learning.

BN ERaAAE S

b- AIA9K dataset

CPIIDOZ I PWRC =8 IME

c- AHCD dataset

PPEEYA Y

d- HIJJA dataset
I| |.. -"--— = e = =

e- MNIST dataset

A

O\ ) 2232340556632 7%% 9]

Figure 5. (a,b,c,d,e) Samples from the used datasets

Experiment 1: Evaluating the proposed CNN
model and VGG16 with MSE

In this experiment, MSE was applied to the
proposed model and VGG16, as shown in Table 1 and
Figs. 6 and 7. The parameters of VGG16 model were
modified to cope with one-channel images. All
datasets are divided into three sets, 70% for the training
set, 20% for the validation set, and 10% for the testing
set. The results in Table 1 show the performance of

each dataset in terms of accuracy and loss rates. As
clear from the table, the MSE suffers from a fast
approach to zero for all datasets, such as in HIJJA data
with VGG16 and the proposed model, the loss rate is
0.00843 and 0.009, which are almost zero, while the
accuracy rates are just 85% and 83.4%. On the other
hand, the Cross-Entropy loss function was
incompatible with accuracy rates.
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Table 1. Average test data accuracy and loss rates with VGG16 and the proposed model using MSE

Model VGG16 with MSE Propose model with El-Sawy & Cross-
MSE Entropy
Datase avg Avg Min Max avg Avg Min Max  Avg Av  Min Max
t test acc test acc acc test acc test acc acc test acc g acc acc
Loss Los test
S los
S
AHCD 0.955+0.0 0.003 095 0.96 0.964+0.0 0.00 0.958 0.972 0.92+0.0 0.3 0.89 0.915
46 1 04 2 1 2
HIJA 0.85 0.008 084 086 0.835+0.0 0.00 0.820 0.843 0.79+0.0 0.9 0.72 0.815
+0.006 1 09 9 3
MNIS  0.99£0.00 0.0006 0.99 0.99 0.992+0.0 0.00 0.988 0.994 0.99+0.0 0.0 0.99 0.994
T 08 2 02 1 0 7
Self- 0.947+0.0 0.003 093 095 0.924 0.00 0.907 0.939 0.875+0. 1 0.87 0.926
collect 04 7 3 +0.01 5 01
AIA9K 0.969+0.0 0.002 096 0.98 0.978+0.0 0.00 0.972 0.985 0.894x0. 0.4 0.87 0.907
05 1 04 1 01 6
AHCD dalam=L HUlA dalmm=L
1 aL]
E:'fl ** . '.'L'-L'-\:.é;‘.'l nzs ** . yl_‘-f:r:é:.‘.\.i‘.-l
. -] a;_ .-
Nroposea prapased
E D'J::?' $ . |'I|-::J:'I with O o $ . madel with
i o= MSE = MSE
086 = El-Saviy &
o.ss El-Saw . o
082 D Cr:::.-. ['l‘?f':i"f e --...:::I-'...
. . Entropy
MHET Sall_zallecled dala
= = JGE16 with (GELE with
| I.LL'.‘.-EE - m W L'-,1sz
kS E
E MSE .§ BSE
ElFSawy & El-Sawry &
I:I Crogs El':rup-r D Cross- Enkrapy
L]
e m
D.as
% proposed
CA T $ B model with
MSE
D.85
El-Sawy &
OB I:I Cross-Entropy

Figure 6. VGG16 model and the proposed model accuracy rate using MSE and CE loss functions.
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AIA9K I
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@
(%]
S MNIST |
[1°]
[a

HIJJA =

AHCD =

0 0.05

with CE and relu

B proposed model with mse

0.1 0.15 0.2

loss
B VGG16 with mse

Figure 7. The loss rate for VGG16 and the proposed model using MSE and CE

Experiment 2: Evaluating the proposed CNN
model and VGG16 with the improved MSE loss
function

For AHCD, the accuracy and the loss rate with
VGG16 and the proposed model are 96%, 0.07, 98%,
and 0.04 in sequence. While with CE, the performance
was 92% and 0.32, respectively. As shown in Table 2,
both accuracy and error rates were improved. The
models with the HIJJA dataset showed 85.7%, 0.228,
84.3%, and 0.26 accuracy rates and error rates in
sequence.

The models showed better performance with the
improved MSE than with the CE loss function.

Whereas the HIJJA dataset showed 79%, 0.9 accuracy
rate, and loss rate, respectively. With MNIST, the
models showed very close performance in terms of
accuracy and loss rates.

For self-collected data, the models showed
significant improvement with the proposed loss
function than using CE, as clear from the results in
Table 2 and Figs. 9 and 10. The AIA9K dataset also
showed promising results with the proposed loss
function for both models compared to the result with a
CE loss function.

Table 2. VGG16 and the proposed model performance with the Improved MSE loss function and CE

Dataset VGG16 model proposed model El-Sawy & CE
avg testacc  loss Min max avgtestacc loss min  max  Avg test Av  Min Max
acc g acc acc
test
loss
AHCD 0.96+0.0033  0.07 0.95 097 0.9759+0.00 0.04 097 098 0.92+0.01 0.3 0.89 0.915
2 0 2 2
HIJJA 0.86+0.0042 0.228 0.849 0.86 0.8437+0.00 0.26 0.83 0.84 0.79£0.03 09 0.72 0.815
5 4 3 4 7 9
MNIST 0.99+0.0016 0.017 0.988 0.99 0.9922+0.00 0.01 0.98 0.99 0.99+0.00 0.0 0.99 0.99
2 2 4 7 4 7
Self- 0.96+0.0045 0.068 0.947 0.96 0.97+0.0009 0.06 0.96 0.96 0.875+0.0 1 0.88 0.926
collected 3 4 7 1
AIAIK 0.97+£0.0037 0.049 0.97 0.97 0.9801+0.00 0.03 0.96 0.98 0.894+0.0 04 0.87 0.907
5 6 4 7 6 1 6
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Figure 8. VGG16 and the proposed model accuracy rates with proposed loss and CE

withCE and Relu M proposed model mWVGG16
0.46
AIA9K =00(.)5’5
1.00

;elfcollected i (bq%
a .07
% MNIST :88f
o

HIJA 0£)326 0.90

0.32
AHCD  jmm 0.846)}7
0.00 0.20 0.40 0.60 0.80 1.00 1.20
Errors

Figure 9. The loss rates for VGG16 and the proposed model with the proposed loss function and CE

Figs. 10 and 11 are presented to illustrate the
results per epoch for both the improved MSE and MSE
with both VGG16 and the proposed model. the
experiments were run for 50 epochs, but only presented
33 epochs since the accuracy and loss rates become

converge values to the accuracy rate.

unchanged or slightly different. The results showed a
significant improvement with the fast approach
problem of loss rate gradient. The loss rate showed
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Figure 10. (a,b) The performance of MSE with VGG16 and the proposed model

From Fig. 11 (a), the result of MSE with the
proposed model at epoch 3 with AHCD is 71.8% and
0.014 for Accuracy and loss rates. For HIJJA dataset
the accuracy and loss rate for epoch 7 is 77.9% and
0.011. Atepoch 2 the MNIST dataset showed 4.7% and
0.008 for accuracy and loss rates in turn. The self-
collected data accuracy and loss rates are 72.3% and
0.015. The last dataset is the AIA9K which showed
94% and 0.003 at epoch 6.

The datasets' results with MSE and VGG16
model are presented in Fig. 11(b). As clear, all the loss
rates are fast approaching and reached a small value
close to zero from the early epochs. On the other hand,

the accuracy rates are not compatible with the loss
rates. For example, in AHCD at epoch 3 the accuracy
rate is 84% and the loss rate is 0.008 which is very
close to zero. Also, for HIJJA dataset the accuracy rate
at epoch 8 is 82% while the error rate is 0.009 also it is
not compatible with the performance accuracy rate.
For MNIST at epoch 1, the accuracy is 96% and the
error rate is 0.002 which is very small and close to zero.
The same observation is found with AIA9K and self-
collected data. This issue is due to the functionality of
the MSE. It calculates the mean loss rates of all
samples for each epoch.
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From the above-presented result, MSE showed a
fast approach to zero with the proposed model. The

accuracy rates are not compatible with loss rates, and
this is due to the functionality of the MSE algorithm.

Improved MSE with the proposed model

Accuracy rate

Loss rate

168
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n 8§8 MNIST Self collected
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0:30
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Figure 11. (a,b) accuracy and loss rates of the improved MSE with VGG16 and the proposed model

Similarly, The results of the first 33 epochs of the best
run with all datasets using VGG16 model and the
improved MSE are presented in Fig. 11(a,b). The
results of both accuracy rates and error rates have
shown a clear improvement for all datasets.

Fig. 11(a) shows that the progress of both the
accuracy rate and the loss rate was not smooth with the
proposed model, but they still converged. When the
accuracy rate decreases the error rate is increased. Such
as in epochs 8 and 20 for the self-collected dataset and
epoch 13 for AIA9k dataset.

For AHCD the accuracy rate at epoch 3 is 82%,
and the error rate shows a compatible value which is
0.258. for HIJJA the accuracy and error rates are 79%

and 0.3. Also, the MNIST showed a 94.7% accuracy
rate and 0.08 error rate at epoch 1. While self-
collected rates for epoch 7 are 87% and 0.188. In
regards to AIA9k the rates of epoch 2 are 75% and
0.35. All datasets showed smooth progress for the
accuracy performance. The loss rate for VGG16 model
was better than with the proposed model.

F1 measure Factor

In addition to the accuracy and loss rate, the F1
measure factor is calculated to compare the proposed
model and loss function with VGG16 and MSE. The
results are presented in Table 3. It is clear from the
results in bold that the F1 measure value with the
proposed model and the improved MSE is better than
with VGG16, MSE, and Cross entropy.



Published Online First:
https://doi.org/000000000
P-1SSN: 2078-8665 - E-ISSN: 2411-7986

.,

Baghdad Science Journal

Table 3. F1 factor for all datasets with the proposed model, VGG16, MSE, and improved MSE

with MSE  with improved with MSE  with an improved with

model &VGG16  MSE& \[;GGlG &pr;gzgfe‘j MSEi‘gggFOSEd CE&relu
dataset F1 Fi F1 Fi F1
AHCD 0.96 0.96 0.96 0.98 0.92
HIJJA 0.86 0.81 0.84 0.85 0.79
MNIST 0.99 0.99 0.99 0.99 0.99
AIAIK 0.98 0.96 0.97 0.98 0.89
self-collected 0.96 0.94 0.96 0.97 0.87

State of Art comparison
MSE and Cross entropy are loss functions used

for Arabic handwritten characters classification by 4,
30,3336 ysing Deep learning techniques in various CNN
architectures. Their main objective was to reduce the
loss rate and increase the accuracy rate.

To compare with %, the authors
reimplementated the proposed model(VGG12) and
datasets with MSE, the proposed improved MSE, and
the proposed model. They used MSE as a loss function,
reported only the data validation results, and ignored
the testing result because the model did not hold for
testing data *3. The study used two datasets the Arabic
digits database (Adbase), which contains 70000
samples, and Handwritten Arabic characters (HACB),
which contains 6600 samples. Fig. 12 shows some
samples from these two datasets. The description of
these datasets is mentioned in the same study.

e A AV SSYYY Y

e

Figure 12. Samples from Adbase and AHCDB
datasets

Ten runs were performed for both datasets using
MSE and our proposed improved MSE and model. The
average results of testing accuracy and loss rates are
presented in Table 4 and Fig. 13. Also, some true and
predicted labels are presented in Table 5. The results
showed a slight improvement in the accuracy rates of
both datasets, but the error rate gradient showed less
approach speed.

Table 4. The Average, Min, Max accuracy, and loss rates of 10 runs for Adbase and AHCDB dataset
with VVgg12 and the proposed model with improved MSE

Model vggl2 with the proposed model
Dataset Adbase AHCDB Adbase AHCDB
Method  With improved  with MSE  with improved with MSE with improved MSE
MSE MSE
avg 0.99+0.0011  0.994+0.001 0.969+0.00196 0.959+0.00197 0.9959+0.0004 0.9695+0.0014
accuracy
avg loss 0.0113 0.0011 0.049 0.00099 0.0076 0.0485
Max 0.9953 0.9958 0.9729 0.9624 0.9964 0.9714
Min 0.991 0.993 0.9661 0.9572 0.9954 0.9672
avg F1 1 0.99 0.96 0.99 1.0 0.97

measure
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Figure 13. (a,b) Accuracy and loss rates for Adbase and AHCDB datasets with VGG12 , the proposed
model, and the improved MSE loss

Table 5. Samples from the tested samples of Adbase and HACDB (B for beginning, E for Ending, and m

for middle)
Adbase dataset test samples
True label: 3 True label: 3 True label: 6
Predicted label: 3 Predicted label: 3 Predicted label: 6
Class: 3 Class: 3 Class: 6
True label: 1 True label: 0 True label: 6
Predicted label: 1 Predicted label: 0 Predicted label: 6
Class: 1 Class: 0 Class: o

5
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HACDB dataset test samples

True label: Meem, M

Predicted label: Meem, M

True label: Meem_Jeem
Predicted Iabel' Meem_Jeem

True label: Alef E
Predicted label: Alef E

Class: 53

Class

5 W B ™ B

Cb$'7

True label: Jeem B

True label: Daal

True Iabel Aeen E

Predicted label: Jeem_B

Predicted Iabel Daal

Predicted Iabel Aeen_E

Class: 26

il

0 o

Class

Class

Table 6 presents only the accuracy rates reported
by the state of Art studies. The authors of this study
concluded that the improved MSE overcomes the fast
approach to zero problems of the MSE with the
classification problems. The resulting accuracy rates

are improved in a way that converged reasonably with
error rates. this improvement overcomes all the results
of the state of art studies reported in Table 6. Except
for the HIJJA dataset which showed less accuracy rate
because it contains samples with high similarity.

Table 6. The comparison between state-of-the-art and the proposed improved MSE results

Research Dataset Method Accuracy rate
3 ADBase MSE/RMSprop 99.66% best val. acc
CCE/Adam 99.57% best val. acc
HACDB VGG/CE 97.32% best val. Acc
VGG/MSE 96% best val. Acc
34 CMATERDB 3.3.1 RBM-CNN 98.59%
3 MADbase Monte Carlo Cross- 99.52%
AHCD Validation
(MCCV)& KCC/CE 98.42%
30 AHCD CNN+ CE 94.8%
36 AIA9K CNN+ CE 94.9%
AHCD Without augmentation 94.7%
With augmentation 97.6%
14 AHCD CNN+ CE 97%
32 AHCD CNN+ CE 97%
Hijja 88%
Our proposed AHCD CNN+ Improved MSE ~ 97%
method AIA9K 98.56%
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Self-collected
Hijja

D. MNIST
Adbase

AHCDB

97%
85.4%

99.45%
99.64%

96.72%

Conclusion

The Mean Square Error loss function is usually
used for regression problems. While for classification
problems MSE showed unsatisfactory results due to its
structure.

This study proposed an improved MSE loss
function to classify handwritten characters and digits.
The idea is to replace the sample's mean value with a
lower value represented by summing the predicted
probability values of the predicted labels. The
improved MSE is tested using two models 1) VGG16
and 2) the proposed CNN model. VGG16 model was
modified to perform on one-channel images. Also, the
study presented in detail the improved MSE using
equations and algorithms.

AHCD, HIJA, AIA9K, Self collected, and
MNIST datasets were used to evaluate the performance
of the proposed improved MSE. The results also
showed a high-performance accuracy rate with a
converged loss rate and overcame the fast approach to
zero problems associated with MSE, especially with
the huge size of samples as shown in Fig. 14. The
results of the Improved MSE are compared to the
performance of MSE and cross-entropy (CE) loss
functions from the state-of-art. The results showed
outstanding performance for the Improved MSE over
the MSE and CE.

1.100
1.000
0.900

o
o]
o
o

accuracy

e AHCD with mse and vggl16
MNIST with MSE and VGG16
AIA9K with mse vggl6

e H|JJA with proposed MSE

e se|f-collected with proposed MSE

1234567 8 9101112131415161718192021222324252627282930313233

epochs

HiJJA with mse and vggl6

self collected data with MSE and VGG16
e AHCD with proposed MSE

Mnist with proposed MSE
e A|A9K with proposed MSE

Figure 14. The accuracy rates of all datasets with improved MSE and MSE loss functions for VGG16
model

The results of the improved MSE are compared to the
performance of MSE and CE loss functions from the
state-of-the-art. The results showed an outstanding
slower approach to zero for the proposed MSE over the
MSE and more reliable loss rates than with CE as
shown in Fig. 15. In addition, two more datasets were
used, Adbase and AHCDB, to compare the

performance of the proposed loss function with state-
of-the-art studies. The main objective is to reach an
accuracy rate that is compatible with the loss rate. The
results of our improved MSE with our proposed model
outperformed the MSE and CE loss functions and
VGG16 models.
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Figure 15. The loss rates of all datasets with improved MSE and MSE loss functions for VGG16 model
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