
 

Published Online First: November, 2024 

https://doi.org/10.21123/bsj.2024.10099   

P-ISSN: 2078-8665 - E-ISSN: 2411-7986 
 

Baghdad Science Journal 

Facebook Comments-Based Assessment Model for Food Product 

Companies Using Four Machine Learning Methods with Arabic/Iraqi 

Lexicon 

Raad Sadi Aziz 1* , Sura Mazin Ali2 , Ahmed T. Sadiq 3  

1 Technical Institute of Al-Suwaira, the Middle Technical University (MTU), Baghdad, Iraq.  
2 Political Science College, Al-Mustansiriyah University, Baghdad, Iraq. 
3 Department of Computer Science, University of Technology, Baghdad, Iraq. 

 Received 02/11/2023, Revised 12/07/2024, Accepted 14/07/2024, Published Online First 20/11/2024 
 

 © 2022 The Author(s). Published by College of Science for Women, University of Baghdad. 

This is an Open Access article distributed under the terms of the Creative Commons Attribution 4.0 International License, 

which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly 

cited. 

 

Introduction 

Social media has become increasingly popular 

over the past few years, and people use it to express 

both thoughts and experiences. A practice that is 

growing more and more popular is posting or sharing 

visual, audio, and textual content on social media 

platforms. Food production rose to the top of 

everyone's interesting topics in all nations. Many 

subjects lack study on food goods. People are 

encouraged to be consumers in the modern era by 

their surroundings. The goal is to close business 

deals that will benefit global capital. Due to their 

drive to conform, or more accurately, to follow the 

crowd, people are strongly flowing in the direction 

of the tide. Researchers now have a responsibility to 

help people in whatever way they can. Evaluating 

social media for food goods in Iraq is the most 

sought-after field. In this area, researchers 

might offer guidance on how to avoid hazardous 

causes. They are using text analysis techniques that 

help them decide whether a choice is unhealthy or 

healthy1. 

Methods for describing and interpreting the features 

of text are provided by text analysis. Document 

classification is a popular text analysis application. 

Structured text is text that has been organized. 

Actually, chat rooms and other forms of unstructured 

text make up the majority of examples. Structured 

text is simpler to analyze than unstructured text. 
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Currently, the method most frequently utilized for 

classifying text as negative or positive is sentiment 

mining from unstructured text. 

 Negative class suggests leaving something away 

since it is bad. Positive class informs us that 

something is good1- 3, therefore it is used in this 

paper. Sentiment analysis, also referred to as the 

opinion mining, can be defined as the act of figuring 

out whether a writer has positive or negative attitude 

concerning a certain issue. Getting the public's 

opinion is now crucial in a variety of fields, like 

politics and marketing. This is because opinions 

which were extracted from the message can be used 

to rate items, services, persons, and so on.  

Social media for food goods can be assessed by 

looking at the comments gathered from social media 

sites. Customers post comments on websites. 

Negative, positive, or neutral text orientations are 

possible4-6. Because of Covid-19, more people are 

using Facebook and other social media, which forces 

them to research the best food items social media 

before selecting whether or not to purchase the 

service. Customer trends are reflected in comments 

on websites selling food products. Social media for 

food goods in Iraq, more frequently found on 

Facebook than other social platforms. Like all other 

Facebook pages, Food products' comments contain 

implicit information. It might be based on a person's 

subjective feelings. It is referred to as opinionated 

since it makes decisions based on occurrences. 

Comments could be factual and supported by data, 

arguments, and views. Consequently, it is said to as 

factual7-9. Applying sentiment analysis to the social 

media space for food goods is a good concept. Social 

media for good food products makes it more 

effective, more individualized, and more practical. 

The conventional systems can be transformed with 

the help of the next generation of information 

technologies10, 11.  

The objective of the ongoing research is to determine 

if a food product is bad or good. To accomplish the 

purpose, it is proposed to use customer reviews that 

are available on Facebook for food-related social 

media. In a nutshell, procedures include creating an 

Arabic language/Iraqi dialect sentiment-lexicon, 

used for doing sentiment analysis on the comments 

that have been gathered, and then implementing 

ML techniques to improve outcomes. Lexicon-based 

phase of hybrid sentiment analysis will be used, and 

the outcome will be input to ML phase, since social 

media comments are frequently written in dialect. 

Therefore, that must be a response in ideal sentiment 

analysis lexicons12, 13. Academics gathered feedback 

from several users of the social media platform 

Facebook for the food industry, and they selected the 

remarks that were pertinent to the industry. They 

used sentiment analysis to determine the quality of 

food products.  

The contribution of this paper is the classification of 

food products in Iraq into classes using sentiment 

analysis. For the assessment, this research analyzed 

Facebook comments on food products. It used 

sentiment analysis techniques for determining 

whether or not a food product is good. The rest 

sections of this paper proposed used the specified 

lexicon to categorize the texts that were collected, 

and after that sentiment analysis depending on ML 

were used to improve the results. RST, SVM, RF and 

NB were four machine learning classification 

techniques that were used. RST, which has excellent 

advantages for categorized data, produced the best 

results when put to comparison with the other three.  
 

Related Works 

          The problem of evaluating food production, 

we did not find research that addresses this topic 

from a scientific perspective. 
          The online literature review revealed that, in 

contrast to other AI applications in the food industry, 

food product sentiment analysis studies are very 

uncommon.  

        Garouani and Kharroubi 14, this research study 

concentrated on the Arabic language's lexicon-based 

technique to sentiment analysis. In addition, they 

created lexicon and a dataset that was manually 

annotated. Their research revealed that additional 

work is still required to reach a level of accuracy that 

is considered acceptable. 

           Aloqaily et al. 15, this study discusses both 

approaches for SA in Arabic. Due to the dearth of 

publicly accessible Arabic datasets and lexicons 

regarding SA, such study begins through creating a 

manually annotated dataset before walking readers 

through each step in great detail. Throughout the 

various steps of this process, experiments are carried 

out to track the system's accuracy gains and compare 

them to corpus-based approaches. 

https://doi.org/10.21123/bsj.2024.10099


 

Published Online First: November, 2024 

https://doi.org/10.21123/bsj.2024.10099   

P-ISSN: 2078-8665 - E-ISSN: 2411-7986 
 

Baghdad Science Journal 

              Duwairi et al. 16, the authors employed 

sentiment lexicon. The lexicon has been produced by 

the translation of SentiStrength English sentiment 

lexicon to Arabic and after that supplementing it 

using Arabic thesauri. A set that consists of 4,400 

Arabic tweets has been gathered and 

manually annotated by the writers. With the use 

of the suggested framework, such tweets were 

divided into negative or positive categories based on 

their sentiment. The findings show that lexicons are 

useful for sentiment analysis. 

           Mustafa HH 17, this study offered a brand-new 

hybrid lexicon technique with regard to Arabic 

sentiment analysis which combine unsupervised and 

supervised methods into a single framework. Using 

the Lookup table stemming method, data polarity is 

extracted during the unsupervised phase. With regard 

to the supervised phase, in17 create and train a 

classifier to further classify the unclassified data 

using the data regarding true classified polarity from 

unsupervised phase. With the use of MIKA corpus, 

the authors evaluated and tested the suggested 

method. Furthermore, outcomes demonstrate that the 

proposed technique produces superior outcomes. 

              Machová et al.18, the sentiment analysis 

approach for opinions from data was lexicon-based 

in the presented study. It solves two problems. The 

first problem is related to lexicon labeling. The 

second problem is  classification of texts which do 

not contain words from the lexicon proposed  

methods, based on a machine learning , They 

obtained an classify more than 99%, which is seen to 

be a good result as starting point for more researches. 

             Taj et al.19, in the presented paper, lexicon-

based technique for news article sentiment analysis 

is provided. The trials had been performed on the 

BBC news data-set from 2004 - 2005, proving 

reliability and suitability of the selected method. Was 

showed the result comments sports and business had 

more positive, whereas tech   and entertainment had 

a majority of negative articles. 

             Ismail et al.20 This paper  extracting and 

analyzing Twitter data  in Sudanese  dialect to 

discover opinionated patterns  the quality of 

telecommunication  operating in Sudan.  This 

research used a dataset of 4,712 tweets to train four 

classifiers. The performance of the classifiers (KNN, 

SVM, multinomial logistic regression, and NB) was 

compared. The results revealed that the best accuracy 

was achieved by KNN it equals to 92.0. 

              Hawalah21, various Arabic linguistic 

features were combined in this work, the 

author made use of the benchmark Arabic sentiment 

tweets dataset (ASTD) as well as ATA. The 

author demonstrated the effectiveness regarding n-

gram features in enhancing the performance of 

ML classifier. 

            Abo MEM et al.22 The work created models 

for Arabic sentiment analysis classifiers. 

Furthermore, the researchers developed a multi-

criteria evaluation as well as ranking system for the 

models. Also, top five ML classifier 

approaches (SVM, DT, NB, DL, and nearest 

neighbors) were evaluated for performance. For their 

comparison, they utilized Saudi Arabic product 

reviews.  

             Rasheed and Sadiq23, a model for assessing 

the departments' services was proposed by this work. 

They evaluated comments and reviews gathered 

from various departments of the Iraqi government's 

social media pages. They used KNN, naive Bayesian, 

and basic set theory techniques to implement the 

classification procedure.   

             Greaves et al.24, the authors utilized Weka 

DM software for employing ML techniques on a total 

of 6,412 on-line comments pertaining to hospitals on 

English National Health Service website in the year 

2010. Spearman rank correlation was employed by 

the authors to examine the sentiment analysis 

outcomes against the outcomes of national inpatient 

survey conducted on paper at hospital level, 

encompassing all 161 acute adult hospital trusts in 

England. The study found that there was a significant 

level of agreement between the quantitative care 

ratings and these generated from the free-text 

comments utilizing sentiment analysis, with kappa 

scores ranging from .40 to .74 and P<.001 for all. 

Specifically, there was agreement of 81% for 

cleanliness, 84% for being treated with dignity, and 

89% for general hospital recommendation. The study 

authors discovered that there existed weak to 

moderate correlations (Spearman rho 0.37 to 0.51; 

P<.001 for all) between the predictions generated by 

ML model and the responses obtained from the 

extensive patient survey, for the three categories that 

were being evaluated. 

         Abualigah et al25, this research described the 

various forms regarding sentiment in medical field. 

The authors obtained the dataset from clinical 

narratives and medical social media. Furthermore, 

the authors carried out quantitative analysis based on 

the dataset's word usage as well as sentiment 

distribution. They came to the conclusion that the 

words used in clinical narratives and medical social 
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media is different. Also, the authors demonstrated 

that the existing sentiment analysis techniques need 

to be modified due to less subjective language used 

in the clinical narratives.  

           Yadav et al.26, in this work, a benchmark 

configuration was offered that assesses user 

sentiment with regard to their medical condition. 

They were limited by some well-known fields, like 

asthma, anxiety, depression, and allergies. They 

discovered a variety of medical feelings that were 

implied by the users' conditions, medications, and 

treatments. 

         Abualigah et al.27, online, there is a vast amount 

of information about healthcare. It might be gathered 

via websites, social media, and personal blogs. 

Online ratings that are not created deliberately are 

possible. They guarantee that sentiment analysis will 

improve the standard of healthcare. Information in 

the medical field is ideal for getting the greatest 

outcome. 

Sentiment Analyses 

             Sentiment analysis assists in the scoring, 

extraction, classification, also visualizing feelings as 

well as opinions which clients express in the case 

when reviewing any service. The first step in 

sentiment analysis study was gathering relevant 

documents for the target domain. The next step is to 

choose necessary data from documents that were 

collected and after that apply normalization to it. The 

notion for classification into two classes comes from 

sentiment analysis. Different classifiers 

were employed with success. To perform sentiment 

analysis, Bayes classification had been optimized. 

ML classification approaches have also been 

efficiently used. All of the classifiers use the words 

from well-known documents as input during the 

training phase. In the testing step, the class of 

unknown document will after that be determined 

using the training stage's results. The most 

significant and traditional ML classification method, 

rough set theory, is effective in achieving sentiment 

analysis28,29. Lexicon-based research is an alternate 

strategy in which researchers concentrate solely on 

specific words. The sentiment behind those 

statements is especially strong. Those concepts are 

referred to as sentiment lexicons; they are divided 

into 2 lists: one for negative terms and the other for 

positive terms. When a document contains words 

from a positive list, it belongs to positive list; in a 

case when it includes words from a negative list, then 

it belongs to the negative list. Two categories of 

sentiment terms are typically included in negative as 

well as positive lists. A term might be a double word, 

or a single word with the word "likely" with regard 

to single word, while "very nice" regarding double 

word as positive sentiment examples; the terms 

"unlikely" and "very bad" are examples of negative 

sentiment, with the former being a single word and 

the latter being a for double word. In terms of Arabic 

language/Iraqi dialect sentiment-lexicon; previous 

examples will be, طيب, كلش لذيذ, مطيب, كلش تعبان. Either 

a sentence level or document level analysis of 

sentiment is performed30–33. Fig. 1 depicts the key 

phases of sentiment analysis. 

 
Figure 1. Sentiment analysis main stages 

 

The Proposed Model  
     The suggested approach utilizes hybrid sentiment 

analysis on Facebook comments to evaluate social 

media for food products. It receives comments in the 

dialect of Arabic spoken in Iraq. It uses hybrid 

sentiment analysis before deciding whether to be 

pro- or anti-food product social media. As illustrated 

in Fig. 2, the suggested model is broken down into 

five key parts. The breakdown consists of several 

stages, namely the collection of text comments, the 

application of lexicon-based sentiment analysis, pre-

processing stage, as well as ML-based sentiment 

analysis stage. The lexicon that has been utilized in 

this study pertains to both negative as well as positive 

terms in Arabic lexicon. 

Arabic/Iraqi Lexicon for Negative and Positive 

Terms 
          This lexicon, which has been based on earlier 

work3, is Arabic language/Iraqi dialect sentiment 

lexicon. Primary words that have been used in the 

sentiment analysis procedure are provided. It offers 

terms with a single word and terms with two words. 

Negative and positive terms exist for each type. 

There are 520 single-words and 398 double-words in 

this lexicon. There are 305 negative and 215 

positive single-word terms. Terms with two words 

https://doi.org/10.21123/bsj.2024.10099
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are split into 180 negative and 218 

positive categories. An Example words are available 

Iraqi Lexicon for negative and positive terms as seen 

in Table 1. 

Table 1. An Examples of Arabic/Iraqi Lexicon for 

negative and positive terms 
Positive words Negative words 

 تسلم ايدك

good job 

 سيء الحظ

Bad luck 

 الأكل طيب

The food is good 

 الأكل مو نظيف

The food is not clean 

 عفيه

Excuse me 

 مخادع

Deceptive 

 تازة

new 

 متعفن

moldy 

 

Text comments collection 
        The suggested model's initial stage is 

represented by this component. Facebook social 

media for food goods is used to gather comments. 

Customers typically leave comments for each new 

poster that reflect their experiments, emotions, and 

opinions. Therefore, those comments are ideal for 

analyzing websites that sell food. First, 

comments are gathered. Second, documents that 

have no relation to the food items are removed from 

comments. Researchers find that the majority of 

social media comments about food products are 

related to food products. The low number of 

comments from beyond food products could be 

attributed to the staff members at centers, the 

location of centers, or the hours that they are open. 

 

 

Figure 2. Food products assessment model for 

Food products social media Facebook: the main 

stages

 

The Preprocessing 

Online texts often contain noise data such as HTML 

tags, punctuation, links, scripts, and other forms of 

noise. The presence of noise data in social media 

texts assessing food products can pose a significant 

obstacle to the identification of influential words. 

Therefore, it is imperative to adopt a preprocessing 

methodology to eliminate such data as their retention 

could render classification process more 

complicated, given that every data point may be 

assessed as singular dimension. Tokenization, 

punctuation removal, removing unnecessary words, 

normalization, and removing stop words are 

preprocessing steps.  

Tokenization 

The sequence of texts was divided into a sequence of 

words in this step. The tokenization technique of 

dividing the text into words has been shown in 

Algorithm1. 

 
Algorithm1: Tokenization  

 Inputs: Texts T 

 Tok ={ }, list of tokens 

 For each T in dataset do 

        Tok.appeand (Ti), split texts into tokens 

Outputs: Tok, list of tokens (words) 

 

Removing Punctuation Marks 

Punctuation marks make the line of coherence 

connecting sentences, paragraphs, and phrases easier 

to understand and read. The Arabic language uses a 

variety of punctuation marks, including apostrophes, 

commas, quotes, and question marks. It is required to 

remove any punctuation marks once the texts have 

been divided into words by the tokenization 

procedure, which involves using white spaces to 

separate the texts into words. 

Removing Unwanted Words  

This process gets rid of a lot of extraneous words like 

English or Arabic numbers, non-Arabic words or 

characters, and others which aren't in punctuation. 

Many regular expressions are available to 

accomplish this, as seen in Table 2. 

Table2. List of Regular Expression 
Regular Expression Results 

[a-zA-Z]+ Remove English characters 

[0-9]+ Remove Arabic digits  

[0-9]+ Remove English digits  

#$%|@^~(&*)+ Remove others 

 

Stop Words Removal 

Upon comparison with the list of Arabic stop words, 

it is possible to eliminate the Arabic stop words from 

https://doi.org/10.21123/bsj.2024.10099
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a given article. The present study employed two stop 

words lists for the purpose of analysis. The first list 

was created with the use of NLTK library in Python, 

and the second list contains words that are irrelevant 

to the sentence. The steps for removing stop words 

are shown in Algorithm 2. 
Algorithm 3: Stop Words Removal  

 Input: (Tokens) Tok, list of normilization words  

Tok = {Tok1, Tok2, …. Tokn} where n number of 

tokens in the text  

SW = {SW1, SW2, …., SWm}, list of the stop words  

S = { }, new words list with no stop words 

For each Toki in Tok Do  

      For each SWj in SW Do 

           If Toki not in SWj Then  

                 Append Toki to SWj  

Outputs: S, new list of the words that don’t contain any 

stop words 

 

Normalization  

The process of Arabic text normalization involves 

transformation of textual material to single canonical 

structure, i.e., pre-processing text for normalization 

purposes facilitates the separation of concerns by 

ensuring that the input is uniform before any 

operations are performed on it. In this study, the V1 

dataset was subjected to normalization and 

conversion into a uniform format. This was deemed 

necessary due to the inherent variability in the shapes 

of Arabic words, which can result in a high-

dimensional feature space and reduced accuracy. 

Normalization comprises of three distinct steps, 

namely the elimination of tatweel, the elimination of 

diacritics, and the normalization of letters. Initially, 

the diacritical marks are removed from the Arabic 

word, and subsequently, it is transformed into a 

distinct word utilizing the alphabet. Fig. 3 displays 

the diacritical marks that are eligible for removal. In 

the case when the approach is not utilized, there will 

be a lot of words, after that increasing the size of 

search area and the amount of time needed. For 

example,   تعبيرا"( )"  become ("تعبيرا"), in the case when 

diacritic ("  ً ") has been removed from the word, 

there will be one word left. 

 
Figure 3. Arabic Diacritics 

Tatweel in Arabic language indicates any character 

which specifies elongation ( ـــــــــــ ) and is referred to 

as ("تطويل") as well. It increases length of the line of 

text through the expansion of the spaces between 

words or separate letters. For instance, 

 it is the "كارونــــا" and "كارونــــــا" ,"كارونـــــــــــــــا"

same word as " اروناك ". The crucial last step in the 

process of normalization involves creating a 

distinctive letter for certain letters. Arabic characters 

can be written in various ways, as shown in Table 3. 

 

Table3. Latter Normalization of Arabic 

Language 
Original Become Example 

 أعتماد ا إأٱآا

Approval 

 اعتماد

Approval 

 سخى ي ى

Generous 

 سخي

Generous 

 اداؤه  ء ؤ

performance 

 اداءه

Performance 

 بيتزة ه ة

Pizza 

 بيتزه

Pizza 

 بائع ء ئ

vendor 

 باءع

vendor 

 

In this study, normalization has been shown in 

algorithm 3. 
Algorithm 3: Normalization  

 Input: Texts T 

Tok = {Tok1, Tok2, Tokn} from Algorithm 1 

For each Toki in Tok 

- Remove diacritics from every Toki as Fig. 3 

- Eliminate any Tatweel 

- Normalization of letters like in Table 2 

EndFor 

 Outputs: Tok, list of the normalized words  

Root Stemming 

The suggested stemmer includes many steps as can 

be seen in algorithm 4.  
Algorithm 4: ISRI Stemmer 

Inputs: words  

Remove length 3 and 2 suffixes 

Remove length 3 and 2 prefixes 

Remove connecting و in the case where it’s in the start 

of a word 

 If length(word)<=7 && length(word) >=4  

           If length(word) = 4  

        Extract matches with list of the patterns like 

 (… ,فاعل,فعول,فعله(

           If length(word) = 5  

          Extract matches with list of the patterns like 

 (… ,تفاعل,تفعيل(

           If length(word) = 6 then  

          Extract matches with list of the patterns like 

 (… ,استفعل,افتعال(

        If length(word) = 7 then  

        Remove 1 character suffix or prefix in the case 

         where it matches the pattern list of (ل,ت,ن,ا,ك) 

Light Stemming 

https://doi.org/10.21123/bsj.2024.10099
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Arabic is a very distinct language with regard to its 

stemming since it has large vocabulary, a large 

collection of synonyms, and a complex grammar. 

Due to this, there must be specific guidelines on how 

to handle the word additions (prefixes, suffixes). One 

of the most crucial steps in creating dataset V3 is this 

one. It eliminates linguistic additions like suffixes 

and prefixes. As a result of being restored to their 

original forms and being expressed in a single form, 

all words are said to have one origin. Therefore, this 

stemmer's implementation results in a decrease in 

both space and time, increasing its efficiency in 

handling all rules. Through changing ISRI stemmer, 

that is a set of criteria determining the way for 

applying stemming on a particular word, a method 

for Arabic light stemmer was presented. Rules of the 

removal of waw ("و"), suffixes, and prefixes in the 

Arabic light stemmer. Table 4 illustrates the rules of 

waw, suffixes, and prefixes that were constructed. 

These rules, which were gathered from ISRI, are just 

written in the manner described above; they differ 

significantly from the original algorithms, which 

involved numerous phases. 

Table 4. WaW, Suffix, and Prefix 
Methods Length 

of word 

Letter 

Removed 

from word 

Letters 

WaW W >= 4 1  و 

Prefix p>=6 3  ,كال, بال , ولل

 وال 

p>=5 2 لل, ال 

 

Suffix 

s>=6 3  ,تمل, همل , تان

 كمل, تين

s>=5 2  ,ون, ين, تن, كم

ات, ان, هن, ها, 

تم, كن, ني, نا, يا, 

 وا, ما,هم

The algorithm5 shows light stemming steps.  
Algorithm5: Light Stemming  

Inputs: S, list of words 

S = {S1, S2, …., Si} list of words from the step of pre-

processing 

LS = { }, Empty light stem words’ list 

For each Si in S Do  

               Removing ("و")  

               Removing the prefix belong to Table 3  

               Removing the suffix belong to Table 3 

        Append Si to LS 

Outputs: dataset V3, LS, list of the light stemming 

words 

 

Arabic/Iraqi Lexicon-based sentiment analyses 

stage 

Lexicon-based method is unsupervised approach 

that mainly makes use of sentiment lexicons. Basic 

Lexicon method is used to count the number of the 

negative and positive terms in the documents and 

phrases34. Texts are regarded to have a 

positive feeling in the case when there are more 

positive terms in comparison with negative ones35. 

LABR lexicon is the particular manual lexicon for 

LABR dataset36. In total, it has 874 qualities. 

Sentiment score corresponds to each one of 

the words in LABR's sentiment lexicon. With regard 

to LABR dataset's special sentiment lexicon, each 

one of the terms from a dataset of Facebook 

comments correlates to an opinion characteristic. 

The sentiment findings are determined as negative 

or positive by adding up sentiment scores for all 

terms in Facebook comments. The assessment was 

deemed positive if there were more positive terms 

than negative ones; or else, it was deemed negative. 

Depending on the proportion of words in the 

comment, it is classified as either negative (-1) or 

positive (+1) in two categories. 

 Sentiment Analyses using Machine Learning 

Lexicon-based sentiment analyses are unable to 

generate highly accurate results. It could be difficult 

to address concerns of ambiguity in texts that have 

both negative and positive texts or words that don't 

contain any words from lexicon when employing a 

lexicon-based method. The results are subjected to 

lexicon-based sentiment analysis to account for 

everything. The suggested model utilizes word2vec 

(i.e. word to vector) method as word vectorization 

technique. The majority of ML techniques are very 

compatible with word2vec. Arabic word2vec output 

containing Arabic lexicon words will be fed into 

ML approaches. This approach is ideal for sentiment 

analysis. Here, the NB, rough set theory (RST), 

SVM, and RF machine learning methods are all 

conducted. This component's output determines the 

suggested model's eventual outcome and whether it 

will be negative, positive, or neutral. 

Rough Set Theory (RST) 

RST37 is used for handling uncertainty and 

incompleteness. A lower and upper approximation of 

a set, also related models of sets as well as 

approximation space, are all taken into account by 

RS theory. Attribute reduction, or the deletion of 

least informative attributes, are crucial applications 

of RS theory. In the case when equivalence relations 

https://doi.org/10.21123/bsj.2024.10099
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are generated through comparing sets of 

characteristics, attribute reduction could be 

accomplished. When attributes are removed using 

the dependence degree as a measurement, the smaller 

attribute set nevertheless delivers the same degree of 

dependency as original set. In order to make the 

analysis carried out in this work easier, RS theory 

principles will be present in this part. The RS theory 

and its principles are fully discussed. An information 

system is utilized for representing the knowledge in 

the rough sets, that has been given as 4 tuple IS D<U; 

A; V; f >, where U denotes closed universe, a finite 

set pertaining to the N objects {x1, x2,…..xn}, and A 

denotes a finite set of the attributes {a1, a2….an} 

which might be further divided into 2 disjoint subsets 

i.e., C and D, A D C [D, where C defines the 

condition attributes and D signifies a set of decision 

attributes. Set V D Va, where Va refers to a domain 

of the attribute a, while f V U × A | V relates to the 

total decision function, referred to as the information 

function, wherein f (x; a) to Va for each a 2 A; X 2 

U. In RS theory, the upper and lower approximations 

are regarded as two basic operations, related to any 

concept X ⊆ U, while attribute set R ⊆ A, and X can 

also be approximated via the upper and lower 

approximations. The lower approximation pertaining 

to X can be defined as a set of objects of U that are 

certainly in X, represented as: 

R̅ (X)  =  {xϵ U: [x] R ⊆  X}                1 

The set of U objects which might possibly be in X is 

known as the upper approximation for X and is 

denoted as follows: 

𝑅(𝑋)  =  {𝑥 𝜖 𝑈: [𝑥] 𝑅 ∩  𝑋 ≠  Ø}               2 

Naïve Bayes (NB) 

Because of its simplicity and efficiency, the NB 

algorithm is a well-liked ML method for sentiment 

analysis38, 39. The likelihood that a document will 

belong to the class Ck ∈  positive; negative when 

given a set of N reviews rj, in which each one of the 

reviews is indicated as a series of m terms rj = t1, t2,..., 

tn is given as follows: 

𝑝(𝐶𝑘|𝑟𝑗) = 𝑝(𝐶𝑘) ∏ 𝑝(𝑡𝑖|𝐶𝑘)               3      

𝑚

𝑖=1

 

Where  ki ctp /  represents term t probability which 

occur in a review of class Ck and 
 kcp

is prior 

probability of a review which occur in a class Ck and 

 jk rcp /
 have been estimated from the training 

data. 

Support Vector Machines (SVM) 

It has been demonstrated that SVMs are quite good 

at classifying sentiment. SVMs typically perform 

better than other classifiers. In addition, SVMs look 

for a decision hyper-plane that has been represented 

through support vector that clearly divides training 

vectors for negative and positive data. Hyper-planes 

are used by SVMs to divide classes40. 

Random Forest (RF) 

A supervised learning model, or RF, is a more 

advanced variation of DT. With regard to RF, a 

substantial number of DTs independently anticipate 

the outcome regarding each one of the classes, with 

the class receiving the most votes determining the 

final prediction. RF has a lower error rate compared 

to other models since there is less correlation 

between trees41. The RF model has been trained 

using a range of parameters, in other words, different 

numbers of the estimators have been utilized in grid 

search, to discover the optimal model which 

could accurately predict the result. Based on the 

classification or regression task, different methods 

could be used to determine a split in DT. This work 

used Gini index as cost function for estimating a split 

in the data-set for the classification task. Gini index 

has been calculated by the subtraction of the 

summation of squared probability for every class 

from one. The following mathematical formula is 

used for calculating Gini index (Gind)42
. 

Gind = 1 − ∑(P i)2

c

i=1

                            4 

  

Results and Discussion 

The suggested model is currently being tested using 

the Facebook text comments that have been gathered. 

The dataset was gathered from (12) Facebook pages 

dedicated to Iraqi food goods. Table 5 displays 

specifics of the dataset that was gathered. Facebook 

social media profiles for food products were taken 

into consideration by the researchers. They made 

advantage of (15) posts from each Facebook page for 

food products. They chose between 80 and 85 

comments from each post after removing those not 

relevant to the topic of food products. There were 

15000 sentences in all of the comments. 
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Table 5. Stats of the data-set 
Pages 12 

Posts (from each page) 15 

Comments (from each posts) 80 - 85 

The initial stage of sentiment analysis using lexicons 

was applied to 15000 comments. The three 

ML classification approaches (NB, RST, RF, and 

SVM) were subsequently put into practice. 

Following application on current dataset for 

achieving sentiment analysis, Table 6 displays the 

accuracy ratios of the four classification approaches. 

RST is the most accurate, with a value of 96.13%. 

Table 3 displays the RST classification algorithm's 

confusion matrix. For further information, see Tables 

7-9, which contain extensive confusion matrices for 

the (15000) comments' negative, positive, and 

neutral sentiments. 

Table 6.Accuracy Ratio for 4 Machine Learning 

methods 

Classification Method Accuracy (%) 

RST 96.13 

SVM 95.75 

RF 94.6 

NB 87.1 

Through Table 6, it was shown that the best method 

is RST. Therefore, we confirm the results of this 

method by analysis and separate the results through 

the Confusion matrix. 
 

Table 7. Confusion matrix for (15000) comments' 

sentiment with the use of RST 
  Predicated Class 

 

 

 

 

Actua

l 

Class 

 Positiv

e 

Negativ

e 

Neutr

al 

Tota

l 

Positiv

e 
8900 155 7 

906

2 

Negativ

e 
343 4080 15 

443

8 

Neutral 
35 25 1440 

150

0 
 

Table 8. Positive sentiment confusion matrix 

 

Actual 

Class 

 Positive Non-

Positive 

Total 

Positive 8900 162 9062 

Non-

Positive 
378 5560 

5938 

    15000 
 

 

Table 9. Negative sentiment confusion matrix 
 

Actual 

Class 

 Negative Non-

Negative 

Total 

Negative 4080 358 4438 

Non-

Negative 
180 10382 

10562 

    15000 

Table 10. Neutral sentiment confusion matrix 

 

Actual 

Class 

 Neutral Non-

Neutral 

Total 

Neutral 1440 60 1500 

Non-

Neutral 

22 13478 13500 

    15000  

 

The binary classifier’ accuracy is evaluated by (Eq. 

5)43: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑁 + 𝐹𝑃 + 𝑇𝑁
       5 

                 

Applying Eq. 5 to data of Tables 6-8 now 

demonstrates the accuracy regarding negative 

comments achieving (96.41%), positive comments 

achieving (96.4%), and neutral comments achieving 

(99.4%). Additionally, with the use of Eq. 643, the 

classifier's average per-class effectiveness value—

also known as its average accuracy—is determined. 

The average accuracy as a result was (97.4%). 

Average Accuracy =
∑

TPi + TNi

TPi + FNi + FPi + TNi

I
i=1  

I
         6 

  

In which, 𝑙 represent the total number of classes. 

Average error rate, or per-class classification error 

average, was computed by Eq. 7 43 and came to 

(2.57%). 

Average Error Rate =
∑

FPi+FNi
TPi+FNi+FPi+TNi

I
i=1  

I
              7           

  

By using Eq. 8 43, the precision computation is 

determined. It determines the average per-class 

agreement between classification model and human 

assessments, which came to roughly 95.37 %. 

Average Precision =
∑

TPi

TPi + FNi

I
i=1  

I
            8 

Applying Eq.  9 results in the recall computation 

being calculated 43. It represents the average level of 

per-class agreement between classification model 

and human judgment. It got as high as (96.6%). 

Average Recall =
∑

TPii

TPi + FNi

I
i=1  

I
          9 
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Through using hybrid sentiment analysis regarding 

consumer comments on Facebook pages of the 

centers, the evaluation of Food items Facebook for 

Iraqi Food products social media. Table11 displays 

results. 

 

Table 11. The results of health-care centers 

assessment 

Positive 

Sentiment 

Range 

Negative 

Sentiment 

Range 

Assessments 

Greater than 

90% 

Less than 5% Excellent 

Greater than 

80% 

Less than 10% Very Good 

Greater than 

70% 

Less than 15% Good 

Greater than 

60% 

Less than 20% Medium 

Greater than 

50% 

Less than 25% Accept 

Less than 50% Greater than 

25% 

Poor 

 

Applying the aforementioned rules to 12 Iraqi food 

products. Facebook finds that 2 businesses have 

received exceptional reviews, 2 businesses have 

received very good reviews, 3 businesses have 

received good reviews, 2 businesses have received 

medium reviews, 2 businesses have received 

acceptable reviews, and 1 business has received a 

poor review. Fig. 4 illustrates the chart of 12 Iraqi 

food product companies’ assessment. 

 

 
Figure 4. Iraqi Food Products Centers 

Assessment on the Facebook Using RST 

By the trials that have been conducted and testing 

classification development, it has been discovered 

that RST has been the optimal method since it works 

to identify the best relations between text terms 

by upper and lower bounds. The lower 

and upper boundaries in RST might explore the best 

aspects of the text by the use of lexicon. 

 

Conclusion 

Customers from Iraq use Arabic and an Iraqi dialect 

to convey their opinions. Since they work with actual 

data, sentiment analysis models that are applied to 

the Iraqi dialect offer more advantages when 

compared to others. In the dialect of Iraq, terms 

can be broken down into double or single words to 

convey both negative and positive sentiment. The 

proposal comes with a complete Iraqi dialect lexicon 

that includes both double and single words for all 

expected terms. The limitations of lexicon-based 

sentiment analysis prevent it from producing results 

that can be trusted. The proposal used the specified 

lexicon to categorize the texts that were collected, 

and after that sentiment analysis depending 

on ML were used to improve the results. RST, SVM, 

RF and NB were four machine learning classification 

techniques that were used. RST, which has excellent 

advantages for categorized data, produced the best 

results when put to comparison with the other three. 

Despite the many advantages, SVM and RF are 

unable to match the accuracy of RST. Due to the fact 

that such analysis requires semantic features to get 

outcomes that are perfectly accurate and suited to 

reality. 
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 للتعلم طرق عأرب باستخدام الغذائية المنتجات لشركات يسبوكف تعليقات على المبني التقييم نموذج

  العراقي/العربي المعجم مع الآلي

 3احمد طارق  صادق ، 2سرى مازن علي ،  1رعد سعدي عزيز

 .العراق ،بغداد ،الجامعة التقنية الوسطى ،المعهد التقني الصويرة 1
 .العراق ،بغداد ،الجامعة المستنصرية ،كلية العلوم السياسية  2
.العراق ،بغداد ،الجامعة التكنولوجية ،قسم علوم الحاسبات  3

 

 ةالخلاص

تزداد حاجة الناس الى الغذاء يوما  بعد يوم بسبب الزيادة السكانية الكبيرة التي حصلت للمجتمع البشري، مما أدى الى زيادة كبيرة في 

ل شركات انتاج الغذاء. وجدنا ان افض نشاط شركات صناعة المنتجات الغذائية في العالم. من هنا تبرز الحاجة الضرورية الى تقييم اداء

قييم اداء هذه الشركات هو عن طريق تعليقات وسائل التواصل الاجتماعي، لانها الطريقة الاحدث والاكثر شيوعا  بين الناس. طريقة لت

عجم مفي هذا البحث تم الاعتماد على تقنيات تعلم الماكنة في تقييم تعليقات المشاركين في تقييم شركات انتاج الغذاء بعد ان تم الاستعانة ب

العربية عموما  واللهجة العراقية خصوصا ، وهذه المصطلحات تخص الكلمات والتعابير الايجابية والسلبية. ومن ثم  مصطلحات اللغة

 Rough Set ، وNaive Bayes (NB) ، و(RF) العشوائيةالتدريب من خلال خوارزميات تعلم الماكنة. تم اختبار خوارزمية الغابة 

Theory (RST)و ، Support Vector Machine (SVM) أثبتت التجارب أن طريقة .RST  تفوقت على الثلاثة الآخرين. حيث

( نسبة دقة RFحققت طريقة ) ،(%95.75)( نسبة دقة SVM، وحققت طريقة )(%96.13)( حققت نسبة دقة RSTأن طريقة )

 .(%87.1)( نسبة دقة NB( وحققت طريقة )1..9)%
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