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Introduction 

PV panels are used to convert solar energy into 

electrical energy using semiconductor technology. It 

produces electricity based on the solar radiation at 

the location. Recently, PV power systems are gaining 

momentum. It is considered clean energy because it 

has almost no carbon footprint. It is also considered 

maintenance-free and reliable compared to 

renewable energy systems1-3. 

However, the output of the solar PV system is usually 

variable as its output depends on the solar radiation 

in the solar panel. Currently, on grid and off grid 

solar PV systems are used for bulk power production 

in the renewable energy industries. The voltage 

fluctuation in the standalone solar PV power system 

has significant effects on the load side4,5. On the other 

hand, voltage fluctuations in grid-connected solar PV 

systems affect the stability of the grid voltage6,7. 

As grid-tied solar PV systems are becoming 

increasingly popular in Oman. It is necessary to 

analyze the advantages and disadvantages of this 

system in order to maintain voltage stability in the 

utility network. Since power fluctuations due to solar 

PV systems affect the stability of the grid system, a 
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suitable system is required to predict possible 

fluctuations in the system. 

Due to climatic uncertainty. It is very difficult to 

predict solar PV system performance based on just 

one set of measurements. In order to predict the 

actual value of the parameters in the PV power 

system, repeated measurement and analysis are 

required. Because the performance of the PV power 

system depends on solar radiation, which is 

influenced by many parameters such as temperature, 

humidity, sky cover and wind speed. Therefore, an 

appropriate monitoring and forecasting system is 

required to maintain the efficiency at an optimal 

level, which is very important for the stability of the 

network8-10. 

 

Solar Photovoltaic Monitoring and Forecasting System 

Solar PV module monitoring and forecasting system 

is a complex task involving various parameters. The 

parameters mainly depend on the site conditions and 

the parameters relevant to the PV modules. The 

monitoring and forecasting systems are roughly 

divided into physical and stochastic models.  

In the physical model, electricity production from PV 

modules is predicted based on global solar radiation. 

It is based solely on mathematical formulas and 

equations. The topographical characteristics and 

climatic conditions at the location are not taken into 

account in this method11,12. Therefore, this method 

only provides approximate results of the forecast of 

the respective PV power system. The actual output 

power of the PV system is predicted based on the 

solar radiation at ground level for an hour or minutes. 

This method provides very accurate results because 

the climatic conditions at the site are nonlinear13. 

Many artificial intelligences (AI) and machine-

learning based systems are used to predict the 

forecast of solar PV systems. Examples of this 

category include Artificial Neural Networks (ANN), 

Adaptive Neuro Fuzzy Inference System (ANFIS), 

genetic algorithms, Particle Swarm Optimization 

(PSO), and deep learning. 

This article proposes an AI and ANN based solar PV 

monitoring and forecasting system, it is a static 

method. Therefore, the output power of the solar PV 

systems is predicted based on global solar irradiance 

based on the geographical location. The AI is used to 

estimate the output power of the solar PV system 

based on the annual global irradiance and the average 

temperature at the site. By considering this data as a 

target, the ANN is used to monitor the solar PV 

system performance.  

Multilayer Feed Forward Neural Network 

In this article, the ANN is realized by implementing 

an MFFN network. The MFFN network is trained 

using the backpropagation algorithm14-16.  

Architecture  

The structure of the MFFN is shown in Fig. 1. The 

nodes of the input layer (x1, x2, ……, xl) are linked 

to the nodes of the hidden layer (h1, h2, …., hm) with 

the weights V. Similarly, the hidden layer nodes are 

linked to the output layer nodes (y1, y2, ……., yn) 

with weights W.    

The input of the first node of the hidden layer is 

calculated as follows 

a1 = V11x1 +⋯…… . . +Vl1xl        1 

Similarly, the input of the mth node is calculated as 

follows  

am = V1mx1 +⋯…… . . +Vlmxl          2 

then mathematically, the first node of the hidden 

layer is represented by the activation function as 

follows 

h1 = 
1

1+e−a1
                         3 

Similarly, the activation function of an mth node of a 

hidden layer is represented as  

hm = 
1

1+e−am
                                                        4 
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Figure 1. The architecture of MFFN network 

 

The input of the first node of the output layer is 

calculated as follows  

b1 = 𝑊11ℎ1 +⋯…… . . +𝑊𝑚1ℎ𝑚    5 

Similarly, the input of the nth node is calculated as  

bn = 𝑊1𝑛ℎ1 +⋯…… . . +𝑊𝑛𝑚ℎ𝑚    6 

Then mathematically, the first node of the output 

layer is represented by the activation function as 

𝑦1 = 
1

1+𝑒−𝑏1
       7 

Similarly, the activation function of an mth node of a 

hidden layer is represented as  

𝑦𝑛 = 
1

1+𝑒−𝑏𝑛
       8 

Back Propagation Algorithm 

The MFFN is trained by BPA. the detailed procedure 

of BPA is given below. 

The input data set is assumed as  

{X}𝐼𝐿 𝑙∗1 = [
𝑉𝑙
𝑃𝑙
]
2∗1

                      9 

Here, Vl and Pl represent the normalized value of the 

voltage and power produced by the solar PV system. 

The normalized output obtained from the MFFN 

network is represented by 

{Y}OL n∗1 = [
Vt
Pt
]
2∗1

                                         10 

Here, Vt represents the output voltage and Pt 

represents the output current of the solar PV system 

for the average temperature at the site.  

By linear activation function,  

{𝑌}IL l∗1  = {𝑋}IL l∗1       11 

Here {𝑌}IL represents the output of the input layer 

and {𝑋}IL  represents the input of the input layer. 

The hidden layer input is calculated by 

{𝑋}HL m∗l = [V]m∗l
T {Y}IL l∗1     12 

Here, V represents the weight of the input to hidden 

layer weights and {𝑋}HL represents the input of the 

hidden layer. Then, the output of the hidden layer is 

calculated by 

{𝑌}𝐻𝐿 =

{
 

 

.

.
1

1+e−IHLi.
. }

 

 

𝑚∗1

         13 

Then the input of the output layer is estimated by 

{X}OL n∗l = [W]n∗m
T {Y}HL m∗l    14 

Here, W represents the hidden-output layer weights. 

Then the output of the output layer is calculated by 

{𝑌}𝑂𝐿 =

{
 
 

 
 

.

.
1

(1+𝑒
−𝐼𝑂𝐿𝑗

.

. }
 
 

 
 

                 15 
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Errorp =
√∑(Bj−YOLj)

2

n
                  16 

The deviation {𝐷} is calculated by 

{D} = {

.

.
(Bk − YOLk)YOLk(1 − YOLk).

.

}

n∗1

  17  

Here Bj and Bk represent the target of the MFFN.  

The [S] matrix is estimated by 

[𝑆]m∗n = {O}hidden m∗l 〈D〉l∗n    18 

Then, 

[∆𝑊]𝑚∗𝑛
𝑡+1 = 𝛼[∆𝑊]𝑚∗𝑛

𝑡 + 𝜂[𝑆]𝑚∗𝑛  19 

Here η and α represent the learning rate momentum 

coefficient of the network.   

{𝑓}𝑚∗𝑙 = [𝑊]𝑚∗𝑛{𝐷}𝑛∗𝑙        20

   

{D∗} = {

.

.
fi(YHLi)(1 − YHLi).

.

}

m∗1

   21 

[𝑄]𝑙∗𝑚 = {𝑌}𝐼𝐿 𝑙∗1 〈𝐷
∗〉𝑙∗𝑚 = {𝑋}𝐼𝐿 𝑙∗1 〈𝐷

∗〉𝑙∗𝑚  22 

Then,   

[∆𝑉]𝑙∗𝑚
𝑡+1 = 𝛼[∆𝑉]𝑙∗𝑚

𝑡 + 𝜂[𝑄]𝑙∗𝑚   23 

the new sets of weights for next training sets learning 

are computed by 

[𝑉]𝑡+1 = [𝑉]𝑡 + [∆𝑉]𝑡+1     24 

[𝑊]𝑡+1 = [𝑊]𝑡 + [∆𝑊]𝑡+1       25 

Then,  

Error rate =  
∑Errorp

nset
                 26 

 

Results and Discussion 

In this article, a 10kW grid-connected solar PV 

power plant at the University of Technology and 

Applied Sciences, Ibri is considered for analysis. 4 

solar PV array modules are used to generate 

electricity. Each array contains 5 solar PV modules 

with the specifications listed in Table 1. 

Table 1. Specifications of solar PV panels 

Specifications Symbol Values 

Nominal power Pmax 540W 

Operating voltage Vmp 41.3V 

Operating current Imp 13.08 A 

OC voltage Voc 49.2 V 

SC current Isc 13.90A 

 

The total production capacity of the solar PV system 

is 826V, 13.08A. The PV arrays are connected to a 

1100V/230V grid-tied solar PV inverter, which has a 

rated output power of 10kW. A 10kW lighting load 

is connected to a solar PV inverter as a local load. 

The solar PV arrays are shown in Fig. 2. The solar 

PV inverter connected to the grid via DC and AC 

isolation switches is shown in Fig. 3. 

 
Figure 2. Solar PV arrays 

 

 
Figure 3. Solar PV inverter 
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Using the AI platform, the annual global solar 

irradiation level is estimated at the geographical 

location of the plant site (23.24312 latitude and 

56.4190 longitude) in UTAS, Ibri, as shown in Fig. 4   

 
Figure 4. Annual global irradiation in UTAS, Ibri 

 

It is observed that the annual global radiation amount 

in UTAS, ibri, is 2060.2 kWh/m2, with the average 

temperature measured at the site being 28.8 °C. 

 
Figure 5. Inclination and orientation of the PV 

arrays 

 

To achieve maximum performance with the MPPT 

controller, the solar PV systems are oriented at an 

angle of 124° in the southeast direction and tilted at 

an inclination of 30°, as shown in Fig. 5. 

 
Figure 6. Annual power consumption of 10kW 

solar PV power plant  

Fig. 6 shows the annual power consumption of a 10 

kW solar PV power plant determined by the AI 

platform for the period January to December 2022 

assuming a constant load. This is estimated using the 

climatic conditions during the period along with the 

annual global radiation level in UTAS, Ibri. Annual 

power consumption is estimated by AI to be 9360 

kWh for the above period. 

The MFFN is trained through training sets to monitor 

the performance of the solar PV system throughout 

the year in order to predict the solar PV power 

generation over the period of a year.  

Training Set 

The output voltage and the power of the solar power 

system are considered as the training set for MFFN. 

The normalized input data sets collected from the 

solar PV system at different points in time are listed 

in Table 2. The first training set is trained by the 

MFFN is given in Table 3. The plot between error 

and number of epochs is shown in Fig. 7. 

Table 2. The training data sets 

Period (2022) Normalized training data set  

January 6, 8 AM [0.19, 0.14] 

March 15, 4 PM [0.16, 0.28] 

October 19, 1 PM [0.31,0.4] 

https://doi.org/10.21123/bsj.2024.10736
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Table 3. The error of the training set 1 

Training set Target Input-Hidden 

layer weights 

Hidden-output 

layer weights 

Epochs Error 

Vl  Pl Vt Pt [V11 V12 

V21 V22] 

[W11 W12 

W21 W22] 

n Errorp 

0.19 0.14 0.4279 0.5195 [0.2003 0.4000 

0.1004 0.2000] 

[0.2741 0.1910 

0.5717 0.3901] 

1 [-0.2010, -0.0675] 

[0.2046 0.4004 

0.1049 0.2004] 

[-0.2923 0.0015 

-0.0461 0.1835] 

50 [-0.0259 -0.0087] 

[0.2047 0.4004 

0.1049 0.2004] 

[-0.3651 -0.0228 

-0.1254 0.1569] 

100 [-0.0033 -0.0010] 

[0.2047 0.4004 

0.1049 0.2004] 

[-0.375 -0.0261 

-0.1368 0.1534] 

200 1.0e-004* 

[-0.5397 -0.1457] 

[0.2047 0.4004 

0.1049 0.2004] 

[-0.3756 -0.0261 

-0.1369 0.1534] 

400 1.0e-007 * 

[-0.1490 -0.0288] 

[0.2047 0.4004 

0.1049 0.2004 

[-0.3756 -0.0261 

-0.1369 0.1534] 

600 1.0e-011 * 

[-0.4112 -0.0571] 

[0.2047 0.4004 

0.1049 0.2004] 

[-0.3756 -0.0261 

-0.1369 0.1534] 

876 [0 0] 

 
Figure 7. Plot between epochs and error for 

training set 1 

The second training set is trained by the MFFN is 

given in Table 4. The plot between error and number 

of epochs is Fig. 8. 

 

 

 

 

 

Table 4. The error of the training set 2 

Training set Target Input-Hidden 

layer weights 

Hidden-output 

layer weights 

Epochs Error 

Vl  Pl Vt Pt [V11 V12 

V21 V22] 

[W11 W12 

W21 W22] 

n Errorp 

0.16 0.28 0.4321 0.5311 [0.2035 0.4004 

0.1037 0.2005] 

[-0.3586 0.0176 

-0.1087  0.2037] 

100 [-0.0038  -0.0010] 

[0.2035 0.4004 

0.1037  0.2005] 

[-0.3711 0.0142 

 -0.1222 0.2001] 

200 1.0e-004 * 

[-0.7652  -0.1851] 

[0.2035  0.4004 

0.1037 0.2005] 

[-0.3714 0.0142 

 -0.1225 0.2000] 

400 1.0e-007 * 

[-0.3087 -0.0588] 

[0.2035 0.4004 

0.1037 0.2005] 

[-0.3714 0.0142 

 -0.1225 0.2000] 

600 1.0e-010 * 

[-0.1245 -0.0187] 

[0.2035 0.4004 

 0.1037 0.2005] 

[-0.3714 0.0142 

 -0.1225 0.2000] 

846 1.0e-015 * 

[-0.7772 0] 
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Figure 8. Plot between epochs and error for 

training set 2 

 

The third training set is trained by the MFFN is given 

in Table 5. The plot between error and number of 

epochs is Fig. 9. 

 

 

 

 

 

 

 

 

 

 

 

 

Table 5. The error of the training set 3 

Training set Target Input-Hidden 

layer weights 

Hidden-output 

layer weights 

Epochs Error 

Vl  Pl Vt Pt [V11 V12 

V21 V22] 

[W11 W12 

W21 W22] 

n Errorp 

0.31 0.4 0.4265 0.5159 [0.2043 0.4005 

0.1045 0.2005] 

[-0.3735 -0.0341 

-0.1299 0.1463] 

100 [-0.0036 -0.0012] 

[0.2043 0.4005 

0.1045 0.2005] 

[-0.3851 -0.0379 

-0.1425 0.1422] 

  200 1.0e-004 * 

[-0.6659 -0.1845] 

[0.2043 0.4005 

0.1045 0.2005] 

[-0.3854  -0.0379 

-0.1428 0.1421] 

400 1.0e-007 * 

[-0.2284 -0.0448] 

[0.2043 0.4005 

0.1045 0.2005] 

[-0.3854  -0.0379 

-0.1428 0.1421] 

600 1.0e-011 * 

[-0.7834 -0.1085] 

[0.2043 0.4005 

0.1045 0.2005] 

[-0.3854 -0.0379 

-0.1428 0.1421] 

835 1.0e-015 * 

[-0.6106 0] 

 

 
Figure 9. Plot between epochs and error for 

training set 3 

 

Validation Set 

In order to reduce the discrepancy between the input 

and target data, validation is carried out by running 

each input data set individually. Based on Table 6, it 

can be inferred that the network required 76 epochs 

in order to reduce the discrepancy between the input 

and target data. 

Test Set  

Once the network is trained efficiently, it recognizes 

the input data set associated with the climatic 

conditions. Then the MFFN network is ready to 

predict the performance of the solar PV system for 

different climatic conditions in the UTAS, Ibri 

region. MFFN's updated input-hidden and hidden-

output layer weights are given below for the test set 

𝑉𝑡1 = [
0.206 0.407
0.105 0.206

]𝑊𝑡1 = [
−0.424 −0.047
−0.232 0.153

] 
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Table 6. Validation set 

Data set Target Epochs Error 

[Vl, Pl] [Vt, Pt ] N Errorp 

[0.19, 0.14] [0.16, 0.11] 1 [-0.210 -0.062] 

[0.16, 0.4] [0.18, 0.34] 2 [-0.178 -0.059] 

[0.31, 0.2] [0.35,0.31] 3 [-0.189 -0.052] 

. . . [-0.151 -0.050] 

. . . [-0.106 -0.033] 

. . . [-0.072 -0.030] 

. . . [-0.049 -0.020] 

. . . [-0.031 -0.001] 

. . . [-0.022 -0.022] 

. . . [-0.026-0.014] 

. . . [-0.0108 .004] 

. . . [-0.010 -0.004] 

. . . [-0.003 -0.002] 

. . . [-0.005 0.010] 

. . . [-0.003 -0.002] 

. . . [-0.005 -0.006] 

. . . [0.003 0.014] 

. . . [-0.005 -0.005] 

. . . [-0.007 -0.009] 

. . . [0.002 0.017] 

[0.16, 0.4] [0.18, 0.34] 76 1.0e-003 * 

[-0.306 0.5432 

 

Conclusion 

The annual global irradiation and annual power 

consumption of the 10kW solar PV power system are 

predicted using an AI platform. The sample data set 

obtained from the solar PV system at different times 

of the year has shown that the data obtained by AI is 

accurate and very close to the real value. The results 

also show that the MFFN network is the most 

appropriate and suitable method for monitoring and 

predicting the performance of the solar PV system 

for the different climatic conditions. The 

backpropagation algorithm used to train the MFFN 

network has also proven to be very effective for this 

application. In the future, the work can be extended 

to many other parameters of the solar PV system, 

such as: the solar radiation in the ground level, the 

ambient temperature and the surface temperature of 

the PV module. The work can also be extended with 

variable loads using the stochastic method. 
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نموذج لمراقبة أداء الطاقة الشمسية الكهروضوئية والتنبؤ الإحصائي باستخدام الشبكة العصبية 

 متعددة الطبقات والذكاء الاصطناعي

 1قيس حامد سيف عبد الله العثماني، 1، محمد محمود حامد الشكيلي2، س. كيرثيجا1ج. كومارافيل

 .قسم الهندسة، الجامعة التقنية والعلوم التطبيقية، عبري، عمان1
 .، الامارات العربية المتحدةيالفريد للصلب واللحام ذ.م.م، دب القسم الكهربائي، شركة التصميم2

 

 ةالخلاص

خيارًا قابلاً للتطبيق وموثوقاً لإنتاج الطاقة بكميات كبيرة في سوق إن الطبيعة الطبوغرافية لسلطنة عمان تجعل نظام الطاقة الشمسية 

الطاقة المتجددة. تشهد العديد من المناطق الصحراوية في عمان مستويات عالية من الإشعاع الشمسي. وهذا مناسب للأنظمة 

د من العوامل ت في الوقت الفعلي، تؤثر العديالكهروضوئية لأن كفاءتها تعتمد بشكل أساسي على الإشعاع الشمسي. ومع ذلك، في التطبيقا

 بقاتطالبيئية على كفاءة الألواح الشمسية وبالتالي على أدائها. في هذه المقالة، تم اقتراح الشبكة الطبيعية )العصبية( الأمامية متعددة ال

(MFFN) ى الطاقة الشمسية الكهروضوئية بناءً عل لتتبع أداء نظام الطاقة الشمسية الكهروضوئية من أجل استبدال أو تحسين أداء نظام

 .MFFN لتدريب (BPA) حالته الحالية. يتم استخدام خوارزمية الانتشار العكسي

خوارزمية الانتشار الخلفي، شبكة التغذية الأمامية متعددة الطبقات، النظام الكهروضوئي، الطاقة المتجددة، نظام  الكلمات المفتاحية:

 الطاقة الشمسية.
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