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Introduction 

One of the main means of human communication is 

language, and natural language processing is the 

general term for the study, investigation, and 

examination of languages, which includes data 

capture, translation, data normalization, sentiment 

analysis, morphological analysis, and text analytics 

of languages. Sentiment analysis (SA) is a crucial 

branch of natural language processing that helps to 

identify and extract subjective data from written 

material 1. It is the main tool for determining the 

underlying sentiment, whether good or negative, in 

writing. SA frequently referred as opinion mining, it 

is a method of assessing the polarity of comments or 

judgements expressed by individuals in order to 

score items or services. SA may be performed on a 

document level, assessing the whole document to 

identify sentiment polarity using feature extraction 1. 

It might have been done at level of the sentence, with 
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contents divided into phrases and analyzed 

independently to identify the document’s polarity. 

Analyzing the sentiments would need a variety of 

methodologies, including semantic, statistical, and 

linguistic. Morphological techniques pertain to the 

structural annotation of adjectives as well as adverbs, 

which have a significant impact on sentiment 

identification 2. Nowadays, Facebook, news 

websites, e-commerce websites, and Twitter are all 

examples of social media platforms that create 

massive volumes of data on daily basis 1,3. The 

majority of businesses analyze this kind of 

information to convert social media activities into 

usable business data. Although such type of data is 

typically unstructured which makes it hard to deal 

with. Unstructured data can be an obstacle, reducing 

the overall quality of SA process. Once compared to 

lengthier texts and normal documents, social media 

contains enormous types of noises such as jargon, 

errors in typography, the repetition of characters 

within word, mistakes in spelling, poorly structured 

statements, combinations of words, uncommon 

usage of abbreviations, diverse forms of word 

acronym, different syntax and an overall 

unstructured style of language 4.  Due to this, data 

pre-processing is now considered to be an essential 

step in SA. Mostly all such type research focuses on 

high resource language such as English, Chinese, 

Arabic and other languages.  

Over 75 million people speak Sindhi 5. Sindhi 

language origins may be discovered in Pakistan's 

province Sindh. Sindhi is the predominant language 

of those who live in Sindh province. Furthermore, 

Sindhi is spoken in certain Indian states as well 6. 

Sindhi is a sophisticated language which consists 52 

letters as compared to Urdu's 36, Arabic 28, English 

26 and its unique linguistic peculiarities. 

Therefore, SA is quickly becoming a crucial tool for 

monitoring and understanding sentiment in all types 

of information as individuals communicate their 

ideas and emotions more freely than ever before. 

Sentiments allow you to easily explore people's 

opinions about any person, news, item, or policy. 

There are no restrictions on individuals expressing 

their opinions on any news topic or product. People's 

sentiments can be divided into categories such as 

‘document level, phrase level, and aspect level’. Here 

is a sample of a Sindhi statement using Perso-Arabic 

script style to show somebody's sentiments for 

someone ( وٺس هو هوڻما   roman of that sentence is (.آهي 

(Hoo sutho manhu aahe). In that Sindhi sentence, the 

word “ وٺس ”roman of that word is “Sutho”  means 

“good” in English language. As a result, the 

sentence’s polarity is examined positive. In second 

sentence ( ڪه هو ارڪبي  هوڻما   roman of that ( آهي 

sentence is (Hoo hik bekaar manhu aahe) in which 

the word “ ارڪبي ” roman of that word is “Bekaar” 

means worthless in English language shows polarity 

of the sentence as negative. Likewise, some 

statements combine English and Sindhi sentences, 

such as: (Go with him وٺس هو هوڻما   a unique (آهي 

preprocessing method were used, in which the 

English and Sindhi sections were taken 

independently with their subjectivity. Eventually, 

sentence polarity was achieved by mixing both 

English and Sindhi sections. Furthermore, like in the 

preceding instances, Sindhi sentences pertaining to 

any product-based reviews may include such Sindhi 

terms that demonstrate the polarity of sentences. SA 

of Sindhi text can provide valuable insights into 

public opinion and sentiments regarding various 

topics and events. It can help government, media 

outlets and journalists understand their audience 

perceives news and information, and can also be 

useful for businesses and organizations to monitor 

their reputation and brand sentiment in the Sindhi-

speaking community. Furthermore, SA can be used 

by government policymakers to gauge public 

opinion on various issues and make informed 

decisions accordingly.   

Review Motivation 

Now a days online shopping is growing day by day 

around the globe as well as in the subcontinent 

countries such as in Pakistan and India. Mostly 

people like to write the reviews regarding various 

online items in their native languages other than 

English. Sindhi is a provincial language of Pakistan 

and it is scheduled national language of India, which 

is widely spoken language in Indian states 6. Now 

days a lot of Sindhi speaking persons are settled in 

different countries around the world. Sindhi 

language data has grown dramatically on internet in 

recent years. People wrote text in Perso-Arabic 

Sindhi to convey their thoughts on current events or 
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items. Sindhi opinions rapid research breakthroughs 

have motivated to conduct an extensive study by 

finding, selecting, summarizing, and analyzing 

pertinent papers. This study aims to present studies 

about text processing techniques, tools, and as well 

as SA approaches for Sindhi language. Furthermore, 

focuses on different linguistic methodologies used in 

SA, SA algorithms, text pre-processing, limitation of 

existing techniques, grammar, presentation of 

sentences and recommendations for future paths in 

SA particularly in Sindhi language.  

 

Related Work 

SA in Sindhi is still in its early stages as compared 

with English language which is highly resourced 

language. Moreover, certain research work has done. 

However, it is still in its infancy in terms of computer 

processing since, because of its complicated 

morphological structure and lack of language 

resources, it has gotten little attention from the 

language engineering community 7. Therefore, it 

requires more work to compete with developed 

languages in terms of computing. In addition, this 

study describes a review of a few chosen research 

publications that present their work on other than 

Sindhi language. 

SA is effective in determining a user's mood, 

emotion, attitude, feeling, temper, and personality 

traits based on the contents of their written 

messaging 8,9. Sentiments or opinions may be defined 

as people's beliefs, thoughts, and attitudes based on 

their feelings rather than reasoning. Hence, SA 

recognizes the polarity of people's likes, dislikes, and 

behavior via written text 10. The majority of 

individuals accessing websites, news and blogs is 

increasing every day. As a result, corporate 

communities, politicians, and both public and private 

sector organizations prefer to disseminate news, 

latest items and their properties on social and 

particular websites in order to learn about the 

thoughts and sentiments of various sorts of 

individuals or users 11. 

SA may be divided into three types: sentence level 

SA, document level SA, and aspect level SA 12. 

Lexicon-based techniques are important for various 

types of SA systems. The lexicon-based technique is 

feasible since it does not offer training to the 

machine, while machine learning does. Lexicon-

based investigations use dictionaries that give a list 

of sentiment-based terms 13. These terms are crucial 

for SA based on a lexicon. In addition, machine 

learning techniques may provide greater results 

when compared to it. 

Training is the foundation of the machine learning-

based SA approach. The machine is trained using 

opinionated terms so that an appropriate test may be 

done successfully 14. Because sentiment-based text 

corpora and data sets are important for this strategy, 

they are created before employing the machine 

learning algorithms. 

According to Tripathy et al. 12, the use of machine 

learning algorithms for SA operates on two levels: 

supervised and unsupervised. Furthermore, 

researchers said that in supervised learning for SA, 

target classes are labelled in order to give training so 

that acceptable output may be obtained. The 

unsupervised machine learning approach does not 

utilize labelled data; instead, data is sorted into 

clusters and unsupervised algorithms are used to do 

SA. To execute accurate aspect-based SA, the 

machine learning method for feature analysis detects 

the characteristics of items. Furthermore, it needs to 

pre-processes the data to remove stop words from 

data. After pre-processing the data machine learning 

models such as the n-gram model, the TF-IDF model 

focuses on the significance of a term or words 15. 

Fig. 1 depicts the technique or approach to evaluate 

similar articles for this study. 
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Figure 1. Diagram of Searching and Filtering Research Articles 

 

Research Survey Methodology 

This survey is carried out by looking for relevant 

publications in four most prominent electronic 

repositories such as IEEE Xplore, Scopus, 

ScienceDirect, and Web of Science. ScienceDirect 

and IEEE Xplore are the prominent publishers 

around the globe to cover most of the research areas 

of multidisciplinary. As well as Scopus and Web of 

Science are the prominent scholarly databases that 

includes papers from various publishers related to 

vast research areas from the globe. By using these 

databases researchers were able to analyze 

publication trends and development of the respective 

research area. The number of obtained articles is then 

filtered using inclusion and exclusion criteria. 

Finally, appropriate publications are chosen based on 

research questions (RQ), and findings are provided 

after thorough review. 

RQ1: What text pre-processing techniques are 

employed for Sindhi SA and what approaches are 

employed by researchers, as documented in 

published articles? 

RQ2: What exactly does feature-extraction entail? 

Which feature-extraction methods are employed for 

Sindhi corpus in chosen research papers? 

RQ3: What exactly does sentiment categorization 

entail? How do different categorization methods 

assess Sindhi text sentiments in the chosen articles? 

To discover the most relevant research articles, a 

structured keyword based search was conducted by 

submitting several search queries. Various search 

queries were provided by using keywords including 

‘‘sentiment analysis in Sindhi”, ‘‘opinion mining in 

Sindhi”, “Sindhi sentiment classification method”, 

‘‘sentiment classification of Sindhi text”, 

‘‘subjectivity analysis in Sindhi text”, 

‘‘preprocessing in Sindhi sentiment analysis”, 

“Sindhi preprocessing”, “Sindhi part of speech 

tagging”.  

The criteria for article acceptance using Inclusion 

Principle (IP) and rejection, were followed as 

specified in 16-18; see Fig. 1. 

IP1: Include an article that is totally or partially 

linked to a specified title. 

IP2: Include an article with an abstract linked to 

some sentiment categorization approach for a 

product evaluation in Sindhi Language. 

IP3: Include an article demonstrating some new 

approaches in SA for the Sindhi Language. 

IP4: Include an article demonstrating the acquisition 

of corpus of Sindhi sentiment using a pre-processing 

approach. 
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The Exclusion principle (EP) is expressed as follows. 

EP1: Exclude any article that do not match the 

acceptance criteria in IP1 to IP4. 

Research Survey Quality Assessment 

To maintain the assessment quality, the process 

described in articles 16-18 was used for selected 

publications. Every research paper was evaluated 

using the research questions listed in ‘Research 

Survey Methodology’. Each quality assessment 

question was entered into Excel spreadsheet and 

assigned a pre-determined rating:  value "1" was 

assigned to research papers with completely 

explained answers, value "0.5" was assigned to 

questions with partially explained answers, and value 

"0" was assigned to questions with no explanation. 

There were three research questions utilized for 

quality assessment.  

Table 1 shows the results of assessed questions on 4 

selected research papers addressed in this section of 

the study. From overall score of 3, research paper S3 

scored a 3.0 with a normalized value of one, and 

article S4 scored a 2.5 with a normalized score of 

0.83, but research papers (S1, S2) received a 2 with 

a normalized score of 0.67. The threshold for the 

quality score was 0.5. Any articles below this score 

were rejected as they did not fulfill the quality 

criteria. 

Table 1. Sample of Quality Assessment Scores of Selected Studies 

Quality 

Assessment  

Questions Example Studies Remarks 

Criteria S1 S2 S3 S4 

 Ali et 

al. 19 

Surahio 

et al. 20 

Ali et 

al. 21 

Sodhar 

et al. 22 

QA1 The article delivers 

report of one or more 

pre-processing 

approaches used for 

Sindhi SA. 

1 0.5 0 0 Study S3and S4 elucidated 

no pre-processing 

approaches in their study 

 

QA2 The article provides 

details of feature 

extraction techniques 

used for Sindhi SA. 

1 1 1 1 All researchers discussed 

feature extraction 

techniques in their study 

 

QA3 The article clearly 

states sentiment 

classification of Sindhi 

content using 

approximately new 

technique. 

1 1 1 1 All researcher one or more 

classification technique 

along with proper platform 

Aggregate 

(out of 3) 

 3 2.5 2 2 Cumulating the scores in 

the preceding rows 

Normalized 

Score (0-1) 

  1 0.83 0.67 0.67 To normalize results, divide 

the preceding row’s scores 

by three 

  

Research Survey Execution and Classification 

Only twenty-five (25) research papers were obtained 

according to the criteria indicated in segment 

‘Research Survey Criteria’ from four prominent 

research paper databases, including IEEE Xplore, 

Scopus, ScienceDirect, and Web of Science. In the 

first phase, twenty (20) papers were chosen on the 

first inclusion criteria; in the second phase, 

researchers read the abstract of the papers and 

evaluate papers according to the second inclusion 

criteria, in third and fourth phase researchers read the 

complete papers and applied the (third and fourth) 

inclusion criteria to evaluate the papers and at the end 

rejection criteria were used. At the end, the survey in 

this study included ten papers.  

A full overview of selected research publications on 

Sindhi sentiments was included in the survey 

assessment. The goal of this study was to list most of 

https://doi.org/10.21123/bsj.2024.10954
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the relevant tasks that can fulfill the knowledge gap 

and identify methods to execute Sindhi SA in a far 

more precise manner. Study was conducted on the 

way to investigate the concepts of many researchers 

on pre-processing, feature-extraction, and the use of 

numerous classifiers with their benefits and 

drawbacks in Sindhi text. 

Findings 

The survey was carried out and classified in 

accordance with the study questions listed Below. 

RQ1. What text pre-processing techniques are 

employed in Sindhi SA and what approaches are 

employed by researchers, as documented in 

published articles? 

Text pre-processing in sentiment analysis indicates 

to the process of formulating input data for the 

resulting level of assessment and verification. Text 

pre-processing is a challenging process, and it 

becomes more complex for right hand written 

languages besides English. Because of scarcity of 

available resources, since each language has its own 

word segmentations, POS tags, and structural 

challenges. 

In this section, investigators focused on the Sindhi 

preprocessing approaches presented in selected 

papers. Preprocessing for Sindhi sentiments analysis 

is often separated into three processes such as 

“Sindhi Word Segmentation, Tokenization, and POS 

Tagging”, which are outlined below and graphically 

shown in Fig. 2. 

 
Figure 2. Flow of Preprocessing Techniques 

 

Text Cleaning 

Special characters, HTML elements, scripts, 

punctuation, emails, URLs, and adverts are some of 

the most common types of noise found in online text. 

Removing them entirely reduces noise in the text, 

which enhances the performance and accuracy of 

text classification algorithms to some amount. Pre-

processing is an extremely critical phase in Sindhi 

sentiment analysis. Fig. 3 depicts the detail of the text 

cleaning process. 

 

 
Figure 3. Detail of Each Step Involved in Pre-

processing Techniques 

 

Data pre-processing is an essential step before it is 

carried on for further analysis. To normalize the 

dataset, Hammad et al. 23 used a variety of strategies. 

Researcher did the following process to delete 

unnecessary whitespace before and after the text, as 

well as within words, with simply one space between 

them. Secondly, eliminating hashtags because the 

majority of tweets content comprises hashtags, 

hashtags are a very widespread social media trend. 

Third, text punctuation marks are being removed 

such as ([|@#/:.!"#$%&()*+,-./:;=>?@[] '|]). Fourth, 

tweets are being cleaned of pictograph, emoticon, 

symbols, map symbol, and flags. At the end, 

duplicate tweets are removed by comparing both the 

content and the tweet ID. Moreover, matching text 

since many tweets were reposted and appeared often 

in the dataset. Afterwards pre-processing steps, the 

cleaned dataset got which only have tweets in Sindhi 

with no additional text. Dataset left with 4236 tweets 

after removing duplicates. According to Wazir Ali et 

al. 20 pre-processing is accomplished by several text 

cleaning stages on acquired data. Construct a pre-

processing workflow for removing unnecessary data 

from crawled tweets in order to achieve the desired 
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content for annotation, that consist of three steps first 

removed unnecessary punctuation marks at the 

starting and ending of tweets. Second noise filtering, 

like special-characters, non-Sindhi text, HTML 

elements, emails, and URLs. Finally, normalization, 

including the elimination of identical copies, 

numerous spaces, and tweets containing just user 

references. Moreover, eliminate phrases that are 

more than 80 words but less than 5 words. Mazhar 

Ali Dootio et al. 24 explain pre-process method in 

their research that for the sake of model building and 

performance analysis, the text corpus is pre-

processed and standardized. However, the procedure 

of identifying and removing stop words was done 

carefully since pronouns, particularly personal 

pronouns, might be valuable for text corpus analysis. 

Surahio et al. 20 used pre-processes as a model step 

in which input consists of manually annotated 

corpora based on a tag set of 67 tags. Input passed to 

the pre-processing phase, in which tagged lexicon for 

each work is extracted, relevant input is converted to 

vector construction, and a training file for each tag is 

generated. Mazhar Ali et al. 24 in their research 

discussed that mostly corpus includes some 

undesired information. Thus, filtering and 

normalizing such data is critical in order to acquire a 

more accurate vocabulary for the annotation process. 

The following process comprise the pre-processing 

steps such as multiple punctuation marks at the 

beginning and ending of phrases are removed. 

Filtering out invalid data such non-Sindhi words, 

special characters, HTML elements, emails, URLs, 

and so on. Then tokenization is used to normalize the 

text, as well as the deletion of duplicates and multiple 

white spaces. 

Word Segmentation 

For unsegmented languages, the segmentation 

approach is the first and most important stage 7. This 

study is significant in Sindhi Language Processing 

since Sindhi text segmentation is a requirement for 

numerous applications such as discretization, text-to-

speech synthesis, and text recognition. Other NLP 

tasks may benefit from the most accurate separated 

text. Using a lexicon-driven method, Mahar 25 

developed an algorithm for Sindhi word 

segmentation. The experiment began with 16,601 

words that had prefixes, suffixes, and stems. The 

proposed approach was evaluated on 3,984 words 

and had a cumulative segmentation error rate (SER) 

of 9.54%. Narejo et al. 26 recently created and 

implemented a method for compound and 

complicated word segmentation. Their technique is 

capable of segmenting words into potential 

morphemes. Meanwhile, the system was evaluated 

on a modest quantity of data, with 109 compound 

words, 179 prefix, 1343 suffix, and 50 prefix-suffix 

words utilized for testing, and a satisfactory 

cumulative SER of 5.02% was reported by applying 

the suggested approach to both compound and 

Complex Sindhi terms. The suggested algorithm is 

capable of dealing with all fundamental grammatical 

components of the language, such as root words, 

prefixes, and suffixes. The work described here 

serves as a base for segmenting difficult and 

compound words into their simplest free forms. 

Furthermore, it is stated in their studies that 

strengthening the context of lexicons might lower the 

SER much further.   

Tokenization 

It is the process of converting lengthy text into words 
27. Word tokenization is a prerequisite for NLP 

activities for example POS recognition, parsing, 

NER and so on, as well as standalone NLP tasks. The 

Sindhi language processing (SLP) researchers use a 

variety of strategies to address various Sindhi word 

tokenization challenges. Researchers have 

accomplished outstanding outcomes and made 

significant contributions to the SLP research field.   

Dictionary or lexicon, and statistical or machine 

learning are the most often used methodologies for 

Sindhi word tokenization. As compare with the right-

hand written language such as Arabic POS tagging 

applied on each term to get the tags named “noun, 

verb, adverb and etc” 28. This process will help to 

find the adjectives and adverbs. 

Sentence Splitting 

The procedure that establishes sentence boundaries. 

It is an essential preprocessing step for several 

language analysis procedures, including 

tokenization, POS tagging, NER, parsing, and 

information retrieval. It is a difficult process in 

Sindhi since the language utilizes several markings 

for sentence boundaries. 

https://doi.org/10.21123/bsj.2024.10954
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Stop Word Removal 

Stop words are words that appear often but have no 

important significance in any particular language. 

Normally, removing these terms enhances the whole 

outcome of SA methods 24. Sindhi stop-words were 

taken from a list of prepositions or adverbs, 

determiners, verbs, conjunctions, interjections, and 

articles. Stop-words have no significance in content 

summarization and tend to be perceived as worthless. 

They are just purposeful terms in any language. 

Because these terms have no significance, they are 

removed from the corpus to minimize its size. 

Because every language has a set of specified stop-

words, they have been deleted through that list. The 

deletion of stop words has the primary benefit of 

returning only relevant documents in information 

retrieval. 

Stemming 

This procedure converts terms into their basic form; 

such as the term "drinking" is converted to the basic 

term "drink". Stemming is fundamental text analysis 

pre-processing method. Stemming, a dictionary-

based approach, was used to organize similar phrases 

with comparable meanings 29. The goal of stemming 

aims to reduce the token to its original or base word. 

Stemming is a popular practice while working with 

written texts before information retrieval and NLP 24. 

The process of tumbling a given term to its stem, 

origin or basic form is known as stemming. For 

example, the stem of Sindhi word “مددگار” in English 

(helpful) is “مدد” in English (help). 

RQ2. What exactly does feature-extraction entail? 

Which feature-extraction methods are employed for 

Sindhi corpus in chosen research papers? 

Text phrases are really a great resource of features 

for feature-extraction. The techniques of extracting 

such characteristics are known as feature-extraction. 

Text feature-extraction is a concept used in SA to 

describe the process of creating results from 

extracted contents and converting that results into 

feature combinations that can be utilized by a 

classification algorithm. 

Sindhi Corpus 

Mazhar Ali Dootio et al. 24 proposed Sindhi text 

corpora to provide NLP specialists and academics 

with text resources. Sindhi text corpora have been 

created in order to undertake more study on Sindhi 

language variants, feature extractions, stemming, 

lemmatization, POS tagging, syntactic analysis, SA, 

language modelling, and information retrieval. As a 

result, the Sindhi text corpus generated is a 

sentiment-based text corpus that characterizes 

content with +ve and -ve polarity. The corpus 

comprises 11864 +ve polarity documents and 3924 -

ve polarity documents. The produced Sindhi text 

corpus has 15788 items in total. In the Sindhi text 

corpus, there are 23728 words with +ve polarity and 

7848 words with -ve polarity. Additionally, the 

Sindhi text corpus comprises 7 characteristics of 2 

electronic gadgets, as well as the opinion polarity of 

each feature. The 2 electronic gadgets are laptop 

computers and mobile phones from various 

manufacturers. These two gadgets have the 

following features: a battery, a microphone, 

speakers, a camera, a display screen, memory, and a 

price. 

Mazhar Ali et al. 24 created a Sindhi annotated corpus 

utilizing a UPOS (Universal Parts of Speech) tag set 

and a SPOS (Sindhi Parts of Speech) tag set for the 

goal of analyzing linguistic characteristics and 

disparity. The Term Frequency and Inverse 

Document Frequency (TF-IDF) approach is used to 

extract the features. The supervised model is created 

for testing the annotated corpus in order to determine 

the structural annotation of the Sindhi text. This 

approach evaluated on 20% of the test set after 

training on 80% of the annotated corpus. The 

model’s accuracy was reviewed and verified using 

the cross-validation procedure by utilizing 10-folds. 

The model's findings indicate improved performance 

and validate the correct annotation to the Sindhi 

corpus. 

The Sindhi annotated corpus is a corpus dataset with 

several classes and features. Sindhi annotated data 

collection has four characteristics such as ‘UPOS 

tagging’, ‘SPOS tagging’, ‘lemmatization’, and 

‘stemming’ are all techniques used. All of these 

characteristics are critical for Sindhi text analysis for 

the reason that Sindhi text corpus named (‘UPOS’ 

and ‘SPOS’) tagging supports in syntactical, lexical, 

and sentiment analysis. The lemmatization 

procedure makes Sindhi words are distinct in terms 
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of their basic morphology or syntax, this helps in 

determining the structural position of each stated 

lexicon. Sindhi lexicons' root terms are revealed 

through stemming words. As a result, stemming 

words may be used to create hierarchical lexicon 

trees. Each (‘UPOS’ and ‘SPOS’) tag is allocated a 

numerical number to be processed by the model. The 

Sindhi annotated dataset has six attributes such as 

‘WordID’, ‘UPOS’, ‘SPOS’, ‘WORD’, ‘STEM’, and 

‘LEMMA’ 24. The ‘WordID’ displays the numerical 

number of a Sindhi words or lexicon. Attributes 

‘UPOS’ and ‘SPOS’ display the commonly used 

words and SPOS sets. The ‘Stem’ attribute displays 

the stemming words of related Sindhi language. The 

‘Lemma’ attribute displays Sindhi lexicon lemmas. 

Subjective Sentiment Lexicon 

Using a bilingual English-Sindhi dictionary, Wazir 

Ali et al. 19 created a Sindhi subjective words by 

expressing the emotion polarity value across all 

English opinion terms. Researchers used Bing Liu's 

opinion terms with the NRC vocabulary to produce 

the Sindhi subjective lexicon. Afterwards, 

sentimental polarity was assigned using 

SentiWordNet (SWN 3.0) and a multilingual 

dictionary is used to translate to Sindhi. The process 

of construction of Sindhi subjective lexicons are as 

follows: 

 The NRC lexicon is a collection of English 

opinion words connected with fundamental 

sentiments such as nervousness, anger, 

sorrow, contempt, excitement, and 

happiness. There are 2,312 +ve and 3,324 -

ve terms in the vocabulary. 

 Bing Liu's terminology is all-purpose. The 

English sentiment lexicon has 2,036 +ve 

4,814 -ve terms. 

 SentiWordNet 3.0 includes an English 

WordNet synset of 117,659 words. Each 

word is assigned numerical sentiment value 

ranging from (0.0, 1) to signify whether the 

attitude is positive, negative, or neutral. 

 Sindhi modifiers strengthen or weaken the 

mood of sentiment lexicon. As a result, 

researchers collected 173 Sindhi 

modernizers and allocated polarity by using 

SWN 3.0 and person judgement. In the 

absence of an English translation of Sindhi 

modernizers in the SWN 3.0 data set, 

researchers manually give the score to 

modifiers. 

 Using a comprehensive online English to 

Sindhi dictionary, each English opinion term 

is translated to the appropriate Sindhi word. 

Whenever a bilingual dictionary yields many 

meanings for an emotion term, the first or 

precise meaning is used while discarding 

less prevalent interpretations. 

To create a sentiment lexicon, Wazir Ali et al. 19 

combined Bing Liu's and NRC lexicons and removed 

redundancies. SWN 3.0 is used to give polarity 

scores to each word in the list. 

The key contributions of 19 are as follows: 

 The creation of a polarity allocated Sindhi 

subjective lexicons via the integration of 

current English materials.  

 Obtaining and annotating a multi-domain 

tweets corpus for Sindhi Sentiment Analysis 

using the Doccano text annotation tool.  

 A subjectivity analysis test is used to assess 

the suggested lexicon's coverage, and the 

sentiment annotated dataset is assessed by 

using SVM, LSTM, BiLSTM, and CNN 

models. 

Fig. 4 is a graphical illustration of the various stages 

involved in sentiment analysis from survey findings. 
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Figure 4. Graphical Illustration for the Sentiment Analysis Processes from Selected Research Articles 

 

RQ3. What exactly does sentiment categorization 

entail? How do different categorization methods 

assess Sindhi text sentiments in the chosen articles? 

SA, as the term indicates, is the process of 

determining the point of view or opinion underlying 

a scenario. It simply involves analyzing and 

determining the emotion or purpose behind some 
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kind of writing, speech, or any other form of 

communication. As humans, everyone interacts in a 

wide range of languages, and each language is 

simply a medium through which every person 

attempts to reveal ourselves. But all each one say is 

tinged with emotions. It may be good or bad, or it 

could be neutral. 

Assume there is a restaurant chain that sells a range 

of various food products. They have built a website 

to offer their meal, and clients may now purchase any 

type of food via the website, in addition to offer 

feedback, such as whether they liked or disliked the 

meal. 

NLP (natural language processing) interprets 

subjective data, which facilitates in understanding 

consumer sentiments about any item, services, or 

branding. The fundamental purpose of NLP is to 

solve problems by employing computer methods and 

semantics to translate person-provided content into 

such a structure understood through machine. 

There are two techniques of classifying sentiments 

involves in the selected articles such as: 

 Rule-based 

 Machine Learning 

Rule-Based Technique: 

This method includes a set of rules used for all 

categories. A rule-based technique focuses on each 

language's vocabulary, which contains both positive 

and negative terms. The polarity of any document is 

found by counting the amount of positive and 

negative terms in the phrase. A sentence is 

considered positive if it includes more positive terms 

than negative terms 19,27. Unfortunately, this method 

has numerous limitations, including the inability to 

add new terms and determine the polarity of 

complicated type phrases. 

The rule-based approach has been further divided 

into two categories such as corpus-based and 

dictionary-based. 

Corpus-Based Technique 

This is a data-driven method that not only retrieves 

opinions via tags, but also tries to make use of 

information in machine learning techniques. When 

employing a large corpus, a corpus-based technique 

employs feed words connected to opinion to locate 

more opinionated terms. Such technique is classified 

into two subgroups such as statistical-based and 

semantic-based. First method is to gather the polarity 

of terms by number of observations, which is also 

known as lexical items. Identical sentiment values 

are assigned to semantically adjacent phrases in a 

semantic-based method 19,30. 

Dictionary-Based Technique 

The technique is used to discover polarity at the 

phrase or text level, either independently or via 

application like WordNet. Begin by calculating 

words with indicating sentiments, such as negations, 

and then calculate the occurrence of these terms. This 

is considered a basic strategy because each term is 

gathered manually based on its polarity. Despite the 

fact that this approach is deemed less efficient, the 

algorithm's performance is dependent on the number 

of efforts made for the gathering of terms for the 

given language. 

Machine Learning Technique: 

The word "learning" in machine learning refers to the 

technique through which computers study existing 

data and acquire new abilities and knowledge from 

it. Machine learning techniques use algorithms to 

find patterns in datasets which might contain 

structured large datasets, unstructured text data, and 

numeric data. 

To forecast attitudes, this method incorporates 

machine learning techniques. Certain predictions are 

made using a trained dataset. The machine learning 

algorithm turns text input into vectors based on the 

polarity of the phrase and finds a predetermined 

pattern associated with every variable which is 

negative, positive, or neutral 19,31. The system grows 

knowledgeable as it processes data and begins to 

make predictions for categorization. By delivering 

more comprehensive datasets, the system's 

efficiency increases. 

Furthermore, ML techniques are classified as 

supervised learning, unsupervised learning, semi-

supervised learning, and reinforcement learning. In 

this survey the selected research articles only use 

supervisor learning techniques. 

https://doi.org/10.21123/bsj.2024.10954


 

Published Online First: November, 2024 

https://doi.org/10.21123/bsj.2024.10954  

P-ISSN: 2078-8665 - E-ISSN: 2411-7986 
 

Baghdad Science Journal 

For SA, this approach employs labelled data, also 

known as trained datasets. Supervised machine 

learning employs many strategies, some supervised 

techniques are used in research articles are as 

follows: 

 Decision Tree Classification 

 Naïve Bayes 

 K-nearest Neighbor (KNN) 

 Support Vector Machine (SVM) 

 Random Forest (RF) 

 Neural Network-based Classification 

o Long Short-Term Memory (LSTM) 

o Bidirectional Long Short-Term 

Memory (BiLSTM) 

o Convolutional Neural Network 

(CNN) 

o Recurrent Neural Network (RNN) 

Classification Approaches Used by Authors 

Mazhar Ali et al. 24 presented a novel Sindhi 

annotated corpus in which researchers used 

supervised classification on it to evaluate the 

accuracy of conventional ML algorithms for solving 

Sindhi NLP challenges. ML algorithms are tested 

and appraised using 10-fold cross verification. The 

Sindhi labeled corpus is divided into two parts as 

training and testing. The classifier has been trained 

using 80% of the training data set. According to the 

results, the research concludes that the RF machine 

learning approach outperforms then the SVM non-

linear method. Ali et al. 19 developed a Sindhi 

subjective lexicon that utilized multiple resource and 

an opinionated annotated corpus, that would be a 

starting point for further developments. The 

subjectivity analysis experiment is used to identify 

statements either objective or subjective in order to 

examine the scope of the proposed vocabulary. If a 

sentence includes one or more subjective words, it is 

categorized as subjective; probably, it is categorized 

as objective. After that, all categories are integrated 

for sentence level classification by utilizing SVM, 

LSTM, BiLSTM, and CNN supervised classifiers. 

The SVM is the least effective baseline classifier. It 

has a 67.86% accuracy, 68.00% precision, 69.00% 

recall, and a 68.00% F1-value. The LSTM network 

outperforms then SVM network, producing 81.42% 

precision, 82.59% recall, 81.76% F-value, and 

79.83% accuracy. The BiLSTM has the highest F-

value (83.11%) and accuracy (82.37%). The CNN 

network performs extremely similarly to BiLSTM, 

with precision 83.26%, recall 82.67%, F1-value 

82.54%, and 81.68% accuracy. The findings show 

that the BiLSTM and CNN perform much better than 

the SVM and LSTM. Nonetheless, the BiLSTM 

outperforms SVM, LSTM, and CNN models. 

Mazhar ali et al., 24 proposed Sindhi text corpora to 

provide NLP specialists and academics with text 

resources. Sindhi sentiment-based text corpus is 

created and analysed utilising DTM and TF-IDF 

models based on the n-gram model's 2-gram 

approach. Table 2 gives a brief summary of selected 

studies on SA. 

Table 2. Summary of Selected Studies on Sindhi Sentiment Analysis 

Study  

No 

Study Objective(s) Techniques 

Utilized 

Dataset(s) Results 

(%) 

Future Work and 

Limitations 

1 Sodhar et 

al. 22 

Text 

preprocessing 

Statistical 

study of 

Aspect Based 

Sentiment 

Analysis 

based on 3 

types 

Confidence 

level, +ve and 

-ve polarity 

Text Cleaning, 

Tokenization 

Sindhi CL 

Tool  

5 sentences and 152 

words from 

Newspaper website 

97.41 Use Sindhi CL tool with 

large dataset of Sindhi 

Did not mention type of 

sentences belongs to 

which category of News  

2 Dootio et 

al.24 

Sindhi 

sentiment 

based corpus 

developed, 

Tokenization, 

UPOS tagging, 

lemmatization, 

stemming, 

15788 total 

document in which 

11864 +ve polarity 

documents and 3924 

- study is the fundamental 

research study on the 

generation and analysis of 

Sindhi text corpus using 
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preprocessing 

applied   

aspect based 

sentiment 

analysis, 

sentiment 

analysis, 

morphological 

analysis 

Corpus 

analyzed by 

using 

Document 

term matrix 

(DTM) and 

TF-IDF using 

n-gram model 

-ve polarity 

documents. Total 

number of 

documents contains 

23728 +ve polarity 

words and 7848 -ve 

polarity words  

Arabic-Persia script; 

nevertheless, additional 

research work is needed 

for Sindhi text corpus 

analysis using Word2vec, 

term similarity analysis 

and so on. 

3 Ali et al. 
32 

Developed 

SiPOS 

dataset for 

tagging, 

SiPOS 

annotated by 

2 experienced 

native 

annotators, 

character-

level 

representation 

using Neural 

network 

supervised 

machine 

learning 

technique 

Text cleaning, 

Tokenization, 

manually 

annotation 

using Doccano 

text annotation 

tool, CRF and 

BiLSTM 

encoder 

293K Tokens 96.25 For Sindhi text 

categorization, 

researchers aim to pre-

train transformers such as 

(BERT and GPT) languag

e models. For the 

performance boost, they 

use CRF as the initial 

baseline and the BiLSTM 

model by adding CRF as 

a decoder and self-

attention mechanism. 

4 Ali et 

al.21  

Developed 

Sindhi 

annotated 

corpus using 

‘UPOS’ tag 

set and 

‘SPOS’ tag 

set 

Assess 

annotated 

corpus using 

supervised 

machine 

learning 

model 

TF-IDF using 

N-gram, SVM 

non-linear and 

RF, confusion 

matrices, 

accuracy, 

precision, 

recall and F1-

score 

- SVM 

non-

linear 

(89.16 

and 

89.1) 

RF 

(99.57 

and 

99.89) 

Apply some other 

supervised classifier for 

assess model, Sindhi 

annotated corpus consists 

6 attributes  

5 Hammad 

et al.23 

Developed 

dataset of 

Sindhi 

language 

tweets and 

assigning 

polarity to 

tweets, 

Preprocessed 

the dataset, 

Automated 

approach using 

predefines 

lexicons, Text 

cleaning and 

Tokenization 

applied on 

dataset, SVM, 

Naïve Bayes, 

DT, K-NN by 

4236 tweets 69, 

65.4, 

71.2, 

70.3 

Further study is needed to 

analyse the semantics and 

sentiments of the Sindhi 

language with large 

number of tweets. One of 

the study's key 

weaknesses was the use 

of an automated approach 

to identify the dataset, 
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Assessed by 

using 

supervised 

machine 

learning 

techniques  

precision 

recall and F-

score 

which was not 100% 

correct. 

6 Dootio et 

al.33 

Developed a 

dataset on 

grammatical 

and 

morphologica

l structure of 

Sindhi 

language text, 

besides that 

developed a 

Sindhi 

lexicon with 

sentiment 

polarity 

Unicode-8 

based dataset 

as a tool for 

Sindhi 

linguistics  

6841 categorical 

records with 19 

attributes 

- The data set was created 

using the outputs of a 

Sindhi online natural 

language processing 

(NLP) tool that was used 

for parsing, tagging, 

morphological and SA, 

stemming, and 

lemmatization of Sindhi 

text. 

7 Surahio 

et al.20 

Developed 

corpus for 

Sindhi POS 

using 

supervised 

machine 

learning 

technique 

Text cleaning, 

manually 

annotated 

corpora, SVM 

using precision 

recall and f-

score  

28000 words 97.86 Only one classifier used. 

Furthermore, no 

information found related 

to classes of tag set used 

in this study.  

8 Ali et 

al.34 

Developed 

Sindhi NLP 

toolkit, 

Sindhi 

sentimentally 

structured 

and analyzed 

corpus 

assessed by 

supervised 

machine 

learning 

techniques  

DTM and TF-

IDF using n-

gram model, 

SVMs and K-

NN by using 

precision 

recall and f-

score  

9779 records Averag

e of all 

classes 

f-score 

of SVM 

is 62.5 

Averag

e of all 

classes 

f-score 

of K-

NN is 

55.5 

Sentiment structurization 

has addressed the 

challenge of linguistic SA 

for opinion tracking and 

sentiment summarization. 

There is a greater need to 

concentrate on Sindhi SA 

for feature extraction so 

that businesses may get 

accurate thoughts and 

ratings on their items. 

9 Ali et 

al.19 

Sindhi 

subjective 

lexicon, 

annotated 

corpus 

assessed by 

supervised 

machine 

learning 

Merge NRC 

lexicon and 

Bing Liu’s 

lexicon, 

Polarity 

assigned by 

SentiWordNet 

3.0 translated 

Sindhi using 

bilingual 

dictionary,  

Corpus 

annotated 

manually, 

SVM, LSTM, 

BiLSTM, 

CNN , 

173 Sindhi modifiers 

 

83.11 

and 

82.37 

Subjectivity analysis 

experiment is used to 

identify statements as 

subjective in order to 

examine the coverage of 

the proposed vocab. The 

suggested vocab may be 

extended in the future by 

employing a corpus-based 

technique to collect 

language-specific terms. 
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F-score and 

Accuracy 

10 Mahar et 

al.27 

Developed 

Sindhi 

corpus, Rule 

based Sindhi 

POS using 

supervised 

approach 

Data collect 

from 

comprehensive 

Sindhi 

dictionary, 

Tokenization, 

tagging, 

lexicon of 

Sindhi words, 

linguistic 

rules, 

manually tag 

the tagset 

26366 tagged words 

which includes 

(15091 noun, 137 

pronoun, 4656 verb, 

5328 adjective, 979 

adverb, 98 

preposition, 18 

conjunction,59interje

ction) 

96.28 This study's future work 

will focus on statistical 

methods to SPOS and 

then compare the 

outcomes to a rule-based 

approach. When 

researchers evaluated 

poetry material and 

phrases in the future 

tense, they discovered 

that SPOS's accuracy was 

poor. 

 

Hammad et al. 23 developed a dataset of tweets in 

Sindhi language. To assign positive and negative 

polarity to tweets, an automated technique based on 

a predetermined vocabulary is utilized. Pre-

processing include removing non-Sindhi words, 

unnecessary white spaces, and punctuation, followed 

by text tokenization. Researchers used SVM, NB, 

DT, and K-NN supervised machine learning 

algorithms and for assess the algorithms researchers 

used precision, recall, and f-score. A total of 4236 

tweets were pre-processed and tokenized. 

Researchers created four distinct dataset sizes, 500, 

1500, 3000, and 4236 tweets, to test how algorithms 

perform on various dataset sizes. The accuracy grows 

as the number of tweets increases, with a 66% 

accuracy on the whole dataset. Precision is consistent 

across the sample, peaking at 83.9% on 500 tweets. 

With more data, recall remained about 70% and f-

score improved. The mean accuracy is 64.6%. As 

contrasted with other algorithms, Nave Bayes 

performed poorly on any number of tweets. On the 

maximum number of tweets, the decision tree 

performed well, with accuracy at 68%, precision at 

70%, recall at 72%, and f-score at 71%. The KNN 

(K-nearest neighbour) worked well on Sindhi dataset 

offering over 70% score on precision, recall and f-

score though giving 67% accuracy. The findings 

shown that Decision Tree (DT) and (KNN) k-nearest 

neighbour worked well on the Sindhi tweets dataset. 

Surahio et al. 20 demonstrated a POS tagger that is 

entirely focused on Sindhi text. A number of 28000 

words have been gathered in the corpus, which 

includes poetic content derived from primary text 

books, newspapers, and narratives. SVM is used to 

tag Sindhi language phrases. Their proposed tagging 

technique achieved 97.86% accuracy for ambiguous 

and unidentified tagged terms. Mahar et al. 27 

developed a rule-based POS tagger for Sindhi 

language. Algorithms for POS tagging and 

tokenization were created and implemented. Sindhi 

spelling is complicated owing to the lack of diacritic 

characters. As a result, the supervised technique was 

utilized to create a SPOS tagging system. SPOS 

delivered an accuracy of 96.28%. Throughout the 

studies, it was discovered that SPOS's accuracy was 

poor when examined poetry material and phrases in 

the future tense. Similarly, when present and past 

tenses were examined, the accuracy was quite high. 

Sindhi linguists conducted the validation assessment. 

Researchers were completely happy with SPOS's 

outcomes. A few Sindhi POS tagging issues were 

resolved as a result of this enhancement. Several 

papers on Sindhi and other Indo-Pak local languages 

have been written in recent years to analyze opinions 

in those languages and examine people's 

perspectives to support decision making. 

Challenges And Gaps 

In this study researchers find very few works done 

on Sindhi text as indicating in the findings. 

Researchers found only one dataset 21 for product-

based SA. The majority of publications considered 

for this study mention an acute lack of datasets to 

conduct research on Sindhi Text corpus 19,20,22,24,27,34. 

SA for Sindhi text, as for many other languages, 

unveils multiple challenges and gaps due to 

linguistics peculiarities, availability of data and 

cultural variations. Some instances as follows: 
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 Data availability is one of the main issues 

such as labeled Sindhi corpus or dataset for 

SA. Limited dataset makes it challenging to 

develop reliable and consistent SA models 

for Sidhi text. 

 Another challenge is the language 

complexity. Sindhi is a sophisticated and 

complicated language with a specific 

alphabet, grammar, and syntax. Its 

morphological richness, which includes 

accent and compound words, affects 

sentiment detection techniques, that requires 

advance research in linguistics. Sindhi 

speakers frequently use words or phrases 

from other language such as English, Urdu 

and Arabic. SA algorithms must be able to 

handle bilingual material in order to 

appropriately assess sentiment. 

 Sindhi, like any other language, has slang, 

idioms, and informal phrases that may not be 

directly translated or interpreted. SA 

algorithms must be directed to identify and 

evaluate such statements in context.  

 SA accuracy varies across domains, such as 

news articles, social media and product 

evaluations. Developing domain driven SA 

models for Sindhi text needs domain driven 

datasets or corpus which is lacking. As well 

as lacking of language specific sentiment 

lexicons, pre trained models, and annotation 

tools for building significant SA models. 

 To address these gaps, linguistics, data 

scientists and researchers must work 

together to develop and collect datasets, 

build language specific models, and tools 

specifically designed for Sindhi text SA.   

Results and Discussion 

Nowadays, individuals often prefer to read reviews 

before making purchases or sales. Such type of data 

is hugely available on social media. Most likely, 

individuals around the world likes to read reviews 

regarding to products, food items, places to visited, 

restaurants, games, entertainment places, workout 

places, sports, sports clubs, health tips, hospitals, and 

government policies. When individuals want to make 

a decision, they often rely on reviews obtained from 

social media or other authentic online sources. As 

well as government, organizations and businesses 

need to know about the public and consumer opinion 

about their services and products. Therefore, most of 

the work is done on the pre-processing techniques, 

Sindhi parts of speech, lexicon, universal parts of 

speech for Sindhi text. Additionally, efforts have 

been made to create Sindhi corpus text for SA, 

supporting NLP researchers for further contribution 

in the NLP field. There is a significant gap in Sindhi 

NLP field to reach at least the level of recognition 

that other similarly written languages such as Arabic 

and Urdu receive around the globe. 

 

Conclusion 

In light of the Internet's global spread and persons 

numerous pieces of opinions regarding different 

online products and events. It has evolved into an 

unavoidable requirement for businesses or 

governments to take into account online opinions 

given in any locally used language and manage those 

certain opinions for insuring decisions, to enhance 

the value as well as the norms of the brands. The 

major purpose of this article was to focus on 

numerous advanced approaches utilized for 

analyzing text, pre-processing contents, feature-

extraction, lexicon information, and Sindhi 

classification algorithms. This research examined the 

Sindhi sentiments issues and went into depth on pre-

processing, feature extraction, lexicon inputs, and 

sentiment algorithms. For different kinds of datasets, 

many algorithms were discussed in terms of their 

accuracy, precision, recall, and F-score. This study 

reviewed the limitations of all previous works. 

Almost all of the Sindhi research listed above 

employed a lexicon-based technique or ML to 

determine sentence or phrase polarity. It is suggested 

that future research looks at a system that uses a mix 

of machine and deep learning approaches to deliver 

better results. 
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Future Work 

The aim of this study is to investigate that the 

machine learning and deep learning classifiers 

performs better for sentiments of product reviews 

that may be performs better for Sindhi newspaper 

headlines. 
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 السندي للنص المشاعر لتحليل منهجية مراجعة
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 ةالخلاص

 رفع أنشطة ارتفعت فقد السمعة، وإدارة والتسويق، الإنترنت، عبر المنتجات وشراء الأخبار، عناوين مثل مجالات في لتطبيقه نظرًا

 مرجعاً الإلكترونية التسوق ومتاجر الاجتماعية والمواقع الإنترنت مدونات أصبحت .ملحوظ بشكل الرأي استخراج مجال في الوعي

 تعليقات على للحصول المورد هذا إلى متزايد بشكل والتسويق والمبيعات التصنيع شركات تتطلع .المستخدم ينتجها التي للمعلومات مهمًا

 Twitterو الإخبارية الوسائط مواقع على يومياً السندية العبارات ملايين مشاركة تتم .وعناصرها ممارساتها حول عالمية

 الغربي العالم في بالموارد الغنية اللغات على فقط والتركيز السندية اللغة في الناس آراء تجاهل إن .Snapchatو Facebookو

 استجابة السندية باللغة المرتبطة المنشورات وتقييم جمع على الدراسة هذه تركز .البيانات من الكبيرة الكمية لهذه فادحة خسارة إلى يؤدي

 السندية اللغة كلمات على المنجز للعمل شاملاً  فحصًا الحالية الدراسة تقدم .المسبقة والمعالجة الميزات واستخراج التصنيف لمناهج

 الميزات، واستخراج التصنيف، وتقنيات المجموعة، على القائم الاستحواذ على الحالية الدراسة تركز .التجارية العلامة تقييم أو للعناصر

 وبناء .محددة معينة معايير أساس على وتصنيفها مراجعتها تمت مقالة كل تقييم تم .والقيود والمنهجيات، للبيانات، المسبقة والمعالجة

 .المستقبل في للتحقيق مفيدة طرق عدة الدراسة هذه تقترح سوف النتائج، على

 المعالجة المنهجية، المراجعة السندي، النص السندية، النصوص مجموعة المشاعر، تحليل الطبيعية، اللغات معالجة الكلمات المفتاحية:

  .للنص المسبقة
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