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Abstract: 
There is a great deal of systems dealing with image processing that are being used and 

developed on a daily basis. Those systems need the deployment of some basic 

operations such as detecting the Regions of Interest and matching those regions, in 

addition to the description of their properties. Those operations play a significant role 

in decision making which is necessary for the next operations depending on the 

assigned task. 

In order to accomplish those tasks, various algorithms have been introduced 

throughout   years. One of the most popular algorithms is the Scale Invariant Feature 

Transform (SIFT). The efficiency of this algorithm is its performance in the process 

of detection and property description, and that is due to the fact that it operates on a 

big number of key-points, the only drawback it has is that it is rather time consuming. 

In the suggested approach, the system deploys SIFT to perform its basic tasks of 

matching and description is focused on minimizing the number of key-points which is 

performed via applying Fast Approximate Nearest Neighbor algorithm, which will 

reduce the redundancy of matching leading to speeding up the process. 

The proposed application has been evaluated in terms of two criteria which are time 

and accuracy, and has accomplished a percentage of accuracy of up to 100%, in 

addition to speeding up the processes of matching and description. 

 

Keyword: Invariant Features, Object Recognition, Scale Invariance, Image Matching, 

Sift Algorithm. 

 

Introduction: 
Extracting and matching 

properties are one of the most common 

issues facing the computer vision field, 

like object identification or structure 

from movement. Property detection and 

image matching are considered as two 

significant problems in computer vision, 

graphics, photogrammetric and the 

majority of images applications every 

day. Their application keeps growing in 

different areas. [1]. 

Object identification is the task that is 

concerned with finding a specific item 

in an image or video sequence. It is 

considered as an important issue facing 

systems of computer vision. Generally, 

the process of object identification has 

the following phases: property 

deduction and property matching. In 

computer vision, the Scale-Invariant 

Feature Transform (SIFT) is an 

algorithm for the identification and 
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characterization of local image 

properties. It offers the ability of precise 

object recognition with low possibility 

of mismatching and is easy to be 

matched against a large data-base of 

local properties. The representation of 

the image properties has a great effect 

on the results of an object identification 

system [2]. 

Regions of Interest are defined as those 

contain user defined items of 

significance, and a sufficient algorithm 

is produced to detect such areas.  

In this study, a suggested approach that 

depends on the algorithm of SIFT in 

finding the Region of Interest in image. 

Moreover, in the Suggested approach of 

this algorithm has been developed for 

the sake of giving better results in terms 

of precision and speed measures  [3]. 

 

1. SIFT (Scale-invariant Feature 

Transform): 

        SIFT was introduced by David 

Lowe. As it is clear from its name, this 

algorithm’s reason is transforming the 

image-data into SIFT coordinates 

related to the local properties .Lowe 

benefitted from the properties for the 

sake of executing matching procedures 

between distinct images of the same 

scenes or objects. 

The extracted features are invariant to 

image rotating and scaling, and they 

offer very strong matching over a basic 

domain of affine distortion, three-

dimensional viewpoint change, adding 

noise and changing in lightness. In 

addition, the properties are very 

distinctive, which mean that one 

property might be properly matched 

with high degree of probability against a 

large property data-base[4]. 

For matching a new image, each 

property extracted from the new image 

is compared separately to the properties 

that are stored in the data-base. 

 

1.1 Feature Extraction 

A set of local properties of an image is 

extracted from every image. Each of 

those properties includes a registry of: 

1.Position, or pixel location (x, y), of the 

image. 

2.Scale, characterized by the standard 

deviation σ. 

3.Orientation, the dominating direction 

of the image structure in the 

neighborhood. 

4.Detailing of the image’s local 

structure, characterized according to 

gradient histograms.[4] 

The main steps of computation 

implemented for generating the group      

of properties are: 

• Detecting the local extrema of the 

scale-space- the property positions are 

set as the local extrema of DOG 

pyramid Fig. 1 .For building the 

pyramid of DOG the input image 

undergoes convolution in an iterative 

manner with a Gaussian kernel of σ = 

1.6. The last convolved image 

undergoes down-sampling in every one 

of the image directions by factor equal 

to 2, and the convolving procedure is 

done again. This process is performed 

over and over until the down sampling is 

no longer possible. Every group of 

images of identical sizes is known as an 

octave. All octaves construct together 

the Gaussian pyramid that is given by a 

three dimensional function L (x ,y, σ).  
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Fig. 1: Construction of difference-of-Gaussian images [5] 

 

The DOG pyramid D(x,y, σ) is 

calculated from the difference of 

every2neighboring images in Gaussian 

pyramid Fig 2. The local extrema 

(maxima or minima) of DOG function 

are found via the comparison of every 

one of the pixels with its 26 adjacent 

pixels in the scale-space (8 neighbors in 

the same scale, 9 corresponding 

neighbors in the scale above and 9 

neighbors in the scale below). The 

searching for extrema eliminates the 

first and the last image in every one of 

the octaves due to the fact that they 

don’t have a scale above and a scale 

below [5]. 

• Localizing the key-points- the 

detected local extrema are efficient 

nominees for key-points. On the other 

hand, they should be precisely localized 

via fitting a three dimensional quadratic 

function to the scale-space local 

sampling point. The quadratic function 

is calculated with the use of a 2
nd

 order 

Taylor expansion that has the origin at 

the sample point. Afterwards, local 

 
Fig. 2: Pixel comparisons to detect 

maxima and minima of difference-of-

Gaussian image [5] 

 

extrema with low contrast and such that 

correspond to edges are gotten rid of due 

to the fact that they’re of high sensitivity 

to noise [6]. 

• Assigning the orientation–as soon as 

the SIFT-property index is set, a main 

direction is given to every one of the 

features according to local image 
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gradients [7]. For every one of the pixels 

of the area surrounding the property 

position the gradient magnitude and 

orientation are calculated according to: 

M(X,Y)=√
(𝐿(𝑋 + 1, 𝑌, 𝜕))𝑥𝑥2

+

(𝐿(𝑋, 𝑌 + 1, 𝜕) −

𝐿(𝑋, 𝑌 − 1, 𝜕) ) 𝑥^𝑥2

2

 

(EQ 1) 

Ө(X,Y)=arctan((l(x.y+1, 𝜕)-l(x,y-

1, 𝜕))/(𝑙(𝑥 = 1, 𝑦, 𝜕) − 𝑙(𝑥 − 1, 𝑦, 𝜕))) 

(Eq 2) 

The gradient magnitudes are weighted 

by a Gaussian window whose size is 

dependent on the property octave. The 

weighted gradient magnitudes are used 

for establishing a direction histogram 

having 36 bins that cover the 360◦ 

direction range. The highest orientation 

histogram peak and peaks with 

amplitudes higher than 80% of the 

highest peak are used for the sake of 

creating a key-point with this direction. 

Thus, there will be more than one key-

point generated at the same position but 

with varying directions [8]. 

• Descriptor of the Keypoint- the area 

that is surrounding a key-point is split 

into 4X4 boxes Fig 3. The gradient 

magnitudes and directions in every one 

of the boxes are calculated and weighted 

by suitable Gaussian window, and the 

coordinate of every one of the pixels and 

its gradient direction under go rotation 

according to the key-points direction. 

Afterwards, for every one of the boxes 

an 8 bins orientation histogram is 

determined[8]. From the 16 obtained 

orientation histograms, a 128D vector 

(SIFT-descriptor) is constructed. This 

descriptor is independent of the 

orientation, due to the fact that it is 

computed according to the main 

direction. Lastly, for the sake of 

achieving the independence from 

variation in illumination, the descriptor 

is normalized to unit length [9]. 

 

Fig. 3: Computation of the keypoint descriptor [10]

2. proposed system structure: 

Mainly the proposed system consists of 

four main steps (Figure4): 

 Preprocessing. 

 RANSAC. 

 SIFT. 

 Fast approximate nearest neighbor. 

 

 

 

 

 

 

 

 

Fig.4: proposed system steps 

 

 

2.1 Preprocessing step: 

It is known that most of the image 

processing operations don’t begin unless 

a preprocessing operation is performed 

first. Its goal is enhancement of the 

target image for the sake of getting 

better results in further processing. The 

preprocessing operation that is 

performed on the image is shown in 

Figure 5: 

Preprocessing 

RANSAC 

SIFT 

Approximate 
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Fig. 5: preprocessing steps 

 

Mainly the preprocessing consists of the 

following steps: 

 Converting Input Image into 

HSV form 
The result of this operation is depicted 

in the figures below: 

 
Fig. 6: the Original Acquired Image 

 
Fig. 7: Converting Images from RGB 

to HSV Color Format 

 

 Thresholding Process 

 In this step, the image that was 

resulted from the previous step is an 

image in HSV form. This step 

thresholds that image for every area that 

is not red colored which is done by 

choosing a single value from the 

resulted image which is the hue, rather 

than having to identify the desired area 

from three values (i.e. RGB) where the 

hue is of values that lie between 0 and 

180, while the values of the saturation 

and the intensity have the range between 

0 and 255. 

The results of this stage are depicted in 

the images below: 
 

 
Fig. 8: The Upper Red color values of 

the images in Figure (7) 
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Fig. 9: The Lower Range Values of 

the Images in Figure 7. 

 Applying the Summation 
This step is done to combine the two 

images that resulted from the 

thresholding step to produce one image 

that will be further processes to 

complete the rest of the operation. 

Figure 10 shows the results of this stage: 

 
Fig. 10: the Results of Applying 

Summation on the Images Resulted 

from the Previous Step 

 

 Gaussian Blurring 
  This operation is used in order to 

smooth the image and eliminate the 

noise and some unwanted details that 

may degrade the quality of the 

subsequent processing therefore this 

step works on improving the resulted 

image. Figure 11 shows the results of 

this stage: 

 
Fig. 11: the Result of Applying 

Gaussian Blurring Filter 

 

 Applying Mask for Contour 

Detection 

 Extracting and Storing the Region 

of the Interest 

 

2.2 RANSAC: 

This algorithm is applied to bounder the 

keypoints (final keypoints) obtained 

from the SIFT and then from SIFT with 

approximate, the algorithm is worked by 

choosing points from specified image 

and generate candidate structure of the 

wanted property, In our system the 

points selected are the keypoints and 

minimum three points needed to define  

specific property (sick part), This 

algorithm can be applied to (original 

SIFT, SIFT with approximate or any 

image) . 

 

2.3 SIFT:The Original SIFT Are 

Applied To the Image: 

 Difference of Gaussians operator 

(DoG), are applied Figure 12. 
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Fig. 12: DOG discrete extrema 

 

 The Filtration of Keypoints that is 

considered Unstable is done by 

thresholding, as shown in figure 13. 

 

 
Fig. 13:DOG after thresholding 

 The candidate keypoint will be 

minimized after applying the refinement 

3D extrema Figure 14. 

 
Fig. 14: candidates after refinement 

3D extrema 

 

 The keypoints lying on edges are 

discarded to minimize the unusual 

information obtained by the algorithm 

and the results obtained are in Figure 15. 

 
Fig. 15:Candidates After Discarding 

Points Lying On Edges 

 

 The final SIFT algorithm keypoint 

will be described and the final keypoints 

will be saved to be used in detection and 

recognition Figure 16. 
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Fig. 16:After Applying SIFT Stages 

 

Our system recognized the parts 

that is useful for lung cancer before 

applying the original SIFT and the SIFT 

with approximate, Figure 17 shows the 

region of interest that cut out the sick 

part by applying many algorithms, the 

chosen image will be converted to HVC 

and then a threshold is applied to detect 

the possible sick area (sick are is colored 

red) the sick part is bounded by applying 

RANSAC algorithm after the 

preprocessing step. 

 

 
Fig. 17:Region of Interest In Image 1 

 

 

 

 

By applying the SIFT algorithm 

to region of interest part the number of 

keypoints obtained will be specifically 

to the sick part, as shown in Figure 18. 

 
Fig. 18:The Sick Part Recognition 

 

2.4SIFT key points result with Fast 

approximate nearest neighbor: 

Computing the distance from the 

query to each of the single points in the 

SIFT resulted key points and return the 

nearest one will lead to discard some 

points that are considered far form 

group of key points; Figure 19 shows 

image1 after applying the approximate . 

 
Fig.19:  SIFT With Approximation 
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Results: 
 The results were obtained from 

testing 8 images taken from a lung 

cancer dataset. 

When applying the original SIFT (224) 

key points have been found in (6.6) 

seconds, and all cancer areas were 

detected and matching. 

While implementing the proposed 

method has resulted in finding (158) key 

points in (5.619) seconds. 

Which means that the proposed method 

has resulted in a smaller number of key 

points in less time, while obtaining the 

accuracy, which is a significant 

improvement. 

Table 1 illustrates the images that were 

used for obtaining the results. 

Table 2 shows a comparison between 

the original SIFT and the proposed 

system in terms of the number of 

keypoints. All the images that have been 

matched and the lung area were detected 

and recognized. 

Finally Table 3 illustrates the 

comparison between both systems in 

terms of time efficiency 

 

Table (1): Lung cancer image 

No  Lung Cancer Image No Lung Cancer Image 

Image1 

 

Image5 

 

Image2 

 

Image6 

 

Image3 

 

Image7 

 

Image4 

 

Image8 
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Table (2): a comparison between the original SIFT and the proposed system in 

terms of the number of keypoints 
Recognition lung area Keypoint for matching lung area 

No Proposed 

Method 

Original 

SIFT 
Proposed Method Original SIFT 

True True 7 9 Image1 

True True 8 10 Image2 

True True 50 55 Image3 

True True 52 58 Image4 

True True 28 46 Image5 

True True 11 15 Image6 

True True 17 18 Image7 

True True 12 13 Image8 

100% 100% 158 224 Total 

 

Table (3) the comparison between both systems in terms of time efficiency 
Matching Time 

No 
Proposed Method Original SIFT 

0.164 0.428 Image1 

0.365 0.394 Image2 

0.365 0.501 Image3 

0.726 0.828 Image4 

0.9 0.982 Image5 

0.864 0.939 Image6 

1.033 1.219 Image7 

1.202 1.309 Image8 

5.619 6.6 Total 

 
Conclusion: 

 In this research we 

submitted the following points:  
1-The proposed system can minimize 

the number of keypointsan determine 

only the important keypoints which 

allow the system to make the detection, 

description and matching of the 

ROI(region of interest) in very quickly 

way. 

2- The main problem of the SIFT 

algorithm is that it required time to 

provide the detection, description and 

matching of the ROI. So to avoid this 

problem, fast approximation matching 

algorithm is used. 

In future work, SURF(Speeded-Up 

Robust Features algorithm) can be used 

with fast approximate nearest neighbor 

in order to reduce the number of features 

and time . 
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 الخصائص غير المتاثرة بمقياس مع التقريب السريع لاقرب جارخوارزمية تحويل 

 
 سها محمد صالح   اخلاص خلف كباش

 
 .العراق بغداد، لوجيا،وقسم علوم الحاسبات،الجامعة التكن

 

 الخلاصة:
هنالك الكثير من الانظمة تتعامل مع معالجة الصور.وهذه الانظمة اصبحت بحاجة الى تطوير العديد 

العمليات الاساسية كاكتشاف المناطق المهمة ومطابقة هذه المناطق،بالاضافة الى توصيف هذه الخواص.هذه من 

العمليات لعبت دور مهم في اتخاذ القرارالذي يكون ضروري للعمليات اللاحقة بالاعتماد على المهمات 

 المخصصة.

ل السنوات الماضية.واحدة من اشهر من اجل تحقيق العمليات المخصصة،العديد من الخوارزميات قدمت خلا

خوارزمية تحويل الخصائص غير المتاثرة بمقياس(. هذه الخوارزمية كفوءة في عمليات الخوارزميات هي)

الاكتشاف والتوصيف للنقاط المفتاحية لكن كثرة النقاط المفتاحية ادى الى استغراق وقت طويل لعملية المعالجة 

 ية.الذي يعتبر من عيوب هذه الخوارزم

في الطريقة المقترحة ، النظام  وظف الخوارمية لتادية المهام الاساسية في الكشف والتوصيف وتم التركيز على 

تقليل عدد النقاط المفتاحية باستخدام خوارزمية التقريب السريع لااقرب جار التي تقلل من النقاط المتكررة والتي 

 تودي الى تسريع عملية المعالجة.

% بالاضافة الى 100م المقترح بالاعتماد على معياريين هما الوقت والدقة ، وتم تحقيق نسبة دقة تم تقييم النظا

 تسريع عملية المعالجة.

 

 ، مطابقة الصور، خوارزمية السفتصائثص الثابتة، تمييز الكائنات، ثابتية المقياسالخ الكلمات المفتاحية:

 

 

 

 
 

mailto:Diegos1han@ucsd.edu

