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Abstract:

This paper presents a new transform method to solve partial differential equations, for finding
suitable accurate solutions in a wider domain. It can be used to solve the problems without resorting to the
frequency domain. The new transform is combined with the homotopy perturbation method in order to solve
three dimensional second order partial differential equations with initial condition, and the convergence of
the solution to the exact form is proved. The implementation of the suggested method demonstrates the
usefulness in finding exact solutions. The practical implications show the effectiveness of approach and it is
easily implemented in finding exact solutions.

Finally, all algorithms in this paper are implemented in MATLAB version 7.12.

Key words: Convergence, Coupled two methods, Homotopy perturbation method, Partial differential
equations, Transformation.

Introduction:

Many phenomena that arise in mathematical In recent years, many research workers
physics and engineering fields can be described by have paid attention to study the solutions of non-
partial differential equations (PDESs). In physics for linear PDEs by using various methods. Among

example, the heat flow and the wave propagation these are the Adomian decomposition method
phenomena are well described by PDEs (1, 2). So,it  (ADM) (5), the tanh method, the homotopy
is a useful tool for describing natural phenomena of perturbation method (HPM), the homotopy analysis
science and engineering models. A PDE is called method (HAM) (6), the differential transform
linear if the power of the dependent variable and method, Laplace decomposition method (7, 8), and
each partial derivative contained in the equation is  the variational iteration method (VIM) (9,10).

one and the coefficients of the dependent variable In this research, we will use the new
and the coefficients of each partial derivative are ~ method based on couple new transform with HPM
constants or independent variables. However, if any  which we will call the new transform homotopy
of these conditions is not satisfied, the equation is perturbation method (NTHPM) to solve three
called nonlinear. Most of engineering problems are dimensions second order partial differential
nonlinear, and it is difficult to solve them equation of the form:

analytically. The importance of obtaining the exact Uy + Uyy + U, = QU5 X,Y,Z ER&E

or approximate solution of nonlinear PDEs in >0 (1)

physics and mathematics is still a significant  with initial condition (IC): u(x, y, 2 0) = f(x,, 2);
problem that needs new methods to get exact or a is constant.

approximate  solutions.  Various  powerful This method provides an effective and
mathematical methods have been proposed for  efficient way of solving a wide range of non-linear
obtaining exact and approximate analytic solutions.  pDEs. The advantage of this method is its capability
Some of the classic analytic methods are  of combining two powerful methods for obtaining
perturbation techniques (3) and Hirota’s bilinear  exact solutions for non-linear partial differential

method (4). equations. In this research we consider a method in
Department of Mathematics, College of Education for solve non-linear three dimensional space PDEs.
Pure Science Ibn Al-Haitham, University of Baghdad, New Transform

Baghdad, Iraq. New transform was introduced by Luma and
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Alaa (11) to solve differential equations and
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engineering problems. part from other advantages
of new transform (NT) over other integral
transforms such as accuracy and simplicity
illustrated in (12), it consists of a very interesting
fact about this transform.

The new transform of a function f(t),
defined by

fo = T(F©) = fm ef (<), @

0
Here some basic properties of the NT are
introduced:
If a, b are constants, f(t) and g(t) are
functions having NT, then

1. Linearity Property: T{af (t) + bg(t)} =
aT{f ()} + bT{g(t)}

2. Convolution Property: (f*g)®) =
L f@gt—vdr  (3)

3. T{t"} = % L v#0, n=0123,..

4. Differentiation Property: T{f'} =

v(T{f} = £(0))

For more details see (11)

Solving Linear PDE by Suggested Method
To illustrate the ideas of suggested method new
transform homotopy perturbation method (NTHPM)
firstly rewrite the PDE (1) as following:
Llu(x,y,z,t)] + Rlu(x,y,z1t)]
=g(x,y,21t)
with initial condition
u(x,y,z,0) = f(x,y,2) (4b)
where all x,y,z in R, L: is the linear differential

operator (L = a%), R: is the remainder of the

linear operator, g(x, y, z, t) is the inhomogeneous
part.

We construct a Homotopy as:

Hux,y,2,t),p) = 1 - p)[L(u(x,y,z1)) -
L(u(x,y,2,0)] +p [Alu(x,y,z,t)] -
gxy,zt)]=0 (5

Where pe[0, 1] is an embedding parameter
and A defined as A= L+ R.

It is clear that, if p=1, then the homotopy
equation (5) is converted to the differential equation
(4a).

Substituting equation (4) into equation (5) and
rewrite it as:
L(u) — L(f) — pL(u) + pL(f) + pL(u) + pR(w)
—-pg=0

(4a)

Then

L) = L(f) +plL(H+RW —gl=0 (6)
Since f(x, y, z) is independent of the

variable t and the linear operator L dependent on t

so, L(f(x, y, z)) =0, i.e., equation (6) becomes:
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L(w)+pR(u) —pg =0 (7)
According to the classical perturbation technique,
the solution of the equation (7) can be written as a
power series of embedding parameter p, as follow:

w2, = ) puny,20 ®
n=0

The convergence of series (8) at p =1 is
discussed and proved in (13-15), which satisfies the
differential equation (4).

The final step is determining the parts u, (n= 0,1,
2,...), to get the solution u(x, y, z, t).

Here, we couple the NT with HPM as follow:
Taking the NT (with respect to the variable t) for
the equation (7) to get:

T{L(w)} +p T{R(W)} — p T{g}
=0 9
Now by using the differentiation property of NT
(property 4) and equation (4), (9) becomes:
vaT{u} — vaf(x) + p T{R(w)} — p T{g}

=0 (10)
Hence:
T{R
T} = £Gx,y,2) — o)
T
+ p% (11)

Taking the inverse of the NT on both sides
of equation (11), to get:
u(x,y,z,t) = f(x,y,2)
T{R(u(x,y,zt))}

—pT !
p v }
T{g(x,y,2t)}
1] 2 12
+p a (12)

Then substituting equation (8) into equation
(12) to obtain:

Z pnuTL = f(x:yrz)
n=0

T {RQn=o P " tn)}

va }
1 (Mg(x,y,2,0)}
+pT 1{7} (13)

By comparing the coefficient of powers of p in both
sides of the equation (13) we have:

— p']:[‘_l

Up = f(x: Y Z)
ul — _r-[[v—l {T{}:J[Z:O]}} + -[[v—l {T{g(xvyvzvt)}

va

uy = -7 IR
s = -7 {IEL)
va
s = ()

Ilustrative Application

(14)
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Here, the suggested method NTHPM will be
used to solve the 3DS-PDE with initial condition as
the following:

Problem 1

Consider the following 3DS - PDE
Upx +Uyy Uy, =aug; allx,y,zinR&E >
0
subject to IC: u(xy,z,0) 2)
sin(ax)sin(by)sin(cz),
where a, b and ¢ are constants and «a is any
coefficient. According to the equation (14) the
powers series of p as following:

P : up(x, y, z, t) = 5'sin(ax)sin(by)sin(cz)

PL:ua(x, Y, z, t) = - (5sin(ax) sin(by) sin(cz)) (é)(a2
+b%+c?)

P2 uy(x, y, z, t) = (&sin(ax) sin(by) sin(cz)) (%
(aZ + b2 + C2)2

PP us(X,y, z, t) =
(aZ + b2 + CZ)3

P* s u(x, Y, Z,
(aZ + b2 + CZ)4

P> us(x, Y, z, t) =
) (aZ + b2 + C2)5

fx, v, 5

un(X, y, z, t) = (-1)" (5 sin(ax) sin(by) sin(cz)) (
nlzn)(a Fb2+ A"

Thus, we get the following series form:
u(x,y, zt)

Z u,(x,y,2,t)

n 0

Z( 1)"5 sin(ax) sin(by) sin(cz) (

+ b2 + cHn
The closed form of the above series is
u(x,y,zt)

n

= 5sin(ax) sin(by) sin(cz) e @b +e?)

This gives an exact solution of the problem.
Problem 2
Consider the following 3DS-PDE
Uyy + Uy + Uy, + 57 =
au;; allx,y,zinR&t >0
with IC: u(x,y,z,0) =f(x, y, 2) =d, whered is
constants.
From equation (14) we get the powers series of p as
follow:
P%:ug(x,y, z,t) =d
PL:uy(x,y, z,t) = é (eXtY)

P2 uy(X, Y, Z t)=i(e"+3’)
. 2 1 1 1 2“2

7
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3. _ P ox+
P?:us(x, Y, z, t)——( 40|

P4 U4(X, yv Z at) = (ex+y)

244

"ua(X, Y,z 1) = oo ( x+y)
Thus, the follows series form is obtained

(00)

u(x,y,z,t) = Z up(x,y,z,t)=d
tn+1
x+y
+Z(n+1)' a"+1( )
Therefore, the closed form of the above series is
t
u(x,y, z,t) = e*ty <e5 — 1) +d

The Convergence of the Solution
Now, we need to show the convergence of
series form to the exact form as the following.

Lemmal If f be continues function then
0
| re=oar =1y
Proof ’
Suppose that

[fx)dx=F(x)+c
Assumethatx =t —7 then dx = —drt then

%ff@—ﬂw_——jfuwx—afﬂmw
0

= ZIF@I] = 2 [F@) ~ FO)]

—aF aFO—
—at(t)—a 0)=71®

0
[ re=ar =5
0

Lemma 2 Let T is new transform. Then

]
2 (- { T {(f(X, t)}}) — f(X,t) ,where X =
(x,y,2)
Proof:

Using property 2 and 3 of NT, and lemma (1), we
have
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o/ (1
a(T 1{; T {f (X, t)}}>

(g rarrwn))

~ ot
9
= &(T_l{T {1+ f(X,0)}})

=0 1 X
= A D)

= ff(X,t—r)dT = f(X,t)
0

Theorem 1 (Convergence Theorem)
If the series form given in equation (8) with p =
1,i.e.,

oo

u(x,y,zt) = Z up(x,y,2,1t) (15)
n=0
is convergent. Then the limit point converges to the
exact solution of equation (1), where u, (n =0, 1,
...)are calculated by NTHPM, i.e.,

ug(x,y,z,t) +u, (x,y,z,t) = T {f + % T {—R[uo]}} \I
. Foas
u,(x,y,zt) = -T7! {E ’H‘{R[un_l]}} ,n > 1}
Proof
Suppose that equation (15) converges to the limit
point say as

[oe]

w(x,y,z,t) = Z u,(x,y,2,1t) 17)
n=0
Now, from right hand side of equation (1) we have:
ow 9 <
ass=a o Z uy(x,y,2,t)
n=0
0
= a uO + ul
+ Z uy(x,y,2,t)
n=2
3 [oe 1
= a5 [T r + & TR} -

i, T (- (TR, N}| = @ 35 — Rlug] -

= (T T TR IN)) = 0 - Rluo] -
Yoo (T EITRIN]) (18)

By lemma (2), equation (18) becomes

aW (o] (o]
agy =" Rl =—R|> w,
n=0 n=0

= Wy + Wyy + w,,
Then w(x, vy, z, t) satisfies equation (1). So, it is
exact solution.

= —Rw

Solving Nonlinear PDE by Suggested Method
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This section consists of the procedure of the
combine NT algorithm with the HPM to solve
equation (19), i.e.,

ou ou _ 0%u , 9%u , 0%u
z2

atUue etttz

(19)
To explain the main idea of NTHPM firstly the
nonlinear PDE is written as follow:

Llu(x,y,z,t)] + Rlu(x,y,zt)] + N[u(x,y, z,t)]

=9(x,y,21) (20)
with initial condition (IC)
u(x,y,z,0) = f(x,y,2) (21)

Where all x,y,zinR,L is a linear differential
operator (L :%), R is a remained of the linear

operator, N is a nonlinear differential operator and
g(x, y, z, t) is the nonhomogeneous part.
We construct a Homotopy as: u(x, p): R™x [0, 1]
—R , using the homotopy perturbation technique
which satisfies
H(u(x,y,21),p)
= (1 - p)[L(u(x' Yz t))
— L(u(x,v,2,0))]
+plAlu(x,y,z,t) — g(x,y,2,t)]
=0 (22)
Where pe[0, 1] is an embedding parameter and the
operator A defined as:
A= L+R+N.
Obviously, if p = 0, equation (22)
becomes L(u(x,y,z,t)) = L(u(x, Y, 2, 0)).
It is clear that, if p =1, then the homotopy equation
(22) converts to the main differential equation (20).
In topology, this deformation is called homotopic.
Substitute equation (21) in equation (22) and it is
rewritten as:
L(u(x' Y,z t)) - L(f(x, Y, Z)) -
pLu(x,y,2,t)) + pL(f (x,y,2)) +
pL(u(x,y,z,t)) + pR(u(x,y,z1t)) +
pNu(x,y,z,t)) —pg(x,y,2,t) =0
Then
L(u(x,y,2t)) = L(f (x,y,2))
+ p[L(f(x, Y, z)) + R(u(x,y,z,1t))
+ N(u(x,y,z,t) — g(x,y,21)]
=0 (23)
Since f(x, y, z) is independent of the variable t and
the linear operator L dependent on t so,
L(f(x,y,2)) = 0, i.e., equation (23) becomes:
L(u(x,y,z1t)) +
p[R(u(x,y,2t)) + N(x,y,z,1) —g(x,y,2,t)] =
0 (24)
According to the classical perturbation technique,
the solution of equation (24) can be written as a
power series of embedding parameter p, in the form

u(x,y,zt) = Z p"u,(x,y,2,t) (25)
n=0
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For most cases, the series form in (25) is convergent

and the convergent rate depends on the nonlinear

operator N(u(x, y, z, t)).

Taking the NT (with respect to the variable t) for

the equation (24) to get:

T{Lw)} +p T{R(w) + N(u) — g} =0 (26)

Now, by using the differentiation property of NT

and IC in equation (21), equation (26) becomes:
vT{u} — vf(x,y,2) + p T{R(W) + N(w) — g}

=0 (27)

T{g —RW) - NW)}

Hence:

T{u} = f(x,y,2) +p 28)
By taking the inverse of new transform on both

sides of equation (28) to get:

u(x,y,z1t)
=f(xy,2)
) {T{g(x,y, 7~

R(u(x, 3117, z,t)) — N(u(x,y, z, t))}} 29

Then, substitute equation (25) in equation (29) to
obtain:

Yn=oP "un =f(x,y,2) +

p"ﬂ"—l {T {g(xyz t)_R(Z‘?lo Opnun)_N(Z‘?{) Opnun)} (30)
The nonlinear part can be decomposed, as will be
explained later, by substituting equation (25) in it

as.
N@) = (Zp Un(5,9,2, t))
Ep”An (31)

Then equation (30) becomes

2 P un =f(x,y,2)

n=0
tpT-! {T {9(x,y,2,1) —R(Zn;op Up) — T2 An}} 32)

By comparing the coefficient with the same power
of p in both sides of the equation (32) we have:

Ug =f(x'y'z)

+pT~

u]_ — ’]I‘—l {T{g(x‘y‘z’t)v_R(uO)_Ao}}
—1 (T{R(u1)+44}
U, = -T 1{ (u]i) 1 }
(33)
. _1 (T{R(uy)+A,
Upyq = —T71 {—{ (uv) }}

and so on. According to the series solution in
equation (25), then at p=1 we can get
ulx,y,z,t) = ug(x,y,z,t) +u;(x,y,2,t) + -

= Z up(x,y,2,t)

n=0
Ilustrative Example

(34)
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In this section, the suggested method will be
used to solve equation (19), with appropriate initial

condition IC: f(x v,z) =u(x,vy,z0) =

eb+1
where p = ? (x + y + z), we have
L[u(x! v,z t)] = W
621.1, azu azu
: Rlu(x,y,z0)] =~ |5+ ﬁ]
Nu(xy,zt)] =u and g(x,y,26)=0

0z
First, compute A, to the nonlinear part N(u) to get:

NG = N(Eiop" ) =
(o p™tn) (5 [Bio p"unl) =

nou ou
Qn=op un)(Zn op" n): 0_°+
ou 0 2
p(u061+u16u°)+p( —+ u1+
a a a [é]
U, au0)+p3(u0 au3+u1%+ 2%4‘

So,
4 dug
0= Up E
Jdug ou,
Ar =55 s
Ju du, du,
Az—uza +u1¥+u0¥
and so on.
From IC, we can get
4 g2k
A -
0 3 (et +1)3
A - 4eH(2—eh)
1 9 (et + 1)*
,et (Bet —14 e +2e%)
A2 = —t
27 (e# + 1)5

se’ (16 e# — 66 e + 36 e — 2 e*)

Ay = —t
3 243 (et + 1)°
and so on.
Moreover, the sequence of parts uj is:
. 2e*
o= et 1)
_. 2 et
M=t er 1+ 1)2
,et (1—eh)
Uy, = P ——=
9 (et +1)3
et (1—4det +e?)
Us = 81 (et + 1)
B t4e” (1—11et + 11e2# — e3K)
ta = 972 (eF + 1)5
and so on.

Substituting the above values in series form (34),
hence the solution of the problem is close to the
form:
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5 k3t
u(x,y,zt) =
oH
That presents the exact solution.

+ 1t

3" +1

The Convergence of the Solution for Nonlinear
Case

Now, we must prove the convergence of
solution of equation (19) to the exact solution when
we used the NTHPM, the solution is given in
equation (34), where u,, (n=0, 1, ...),are calculated
by new transform, i.e.,

=f(x,y,2)

T{R|u,—1] + A,—
RS ES T

(35

and A,,(n=0, 1, ...

auo
An = ung +

), are defined as

Ju,q bt du,
u _ — see u —
N "1 9z 0 9z

-V

k=0

Oun_i
0z

(36)

Theorem (2) (Convergence Theorem)

If the series (34) which was calculated by
NTHPM is convergent then the limit point
converges to the exact solution of moisture content
equation (19).

Suppose that equation (34) converge, then we
called the limit point as

W(xlyJZJ t) = zun(x'y’z’ t)

n=0
Now, from left hand side of equation (19) we have:

g Zun(x v, 2,t)

at
n=0

(37)

aw
ot

at uy(x,y,2,t)

+ 2 up(x,y,2,t)

T} - Z'J]" {T{R[un 1]+ A1}

}l

o[ o o (TR}
=5 |" 1{f}‘;T {T}
_ i - {T{An}}
n=0 v
_f 0 O (TR
—a‘a;ﬁl{ . }
0 Oy (T{An)
RN
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_ o N9 [y (TR}
‘E_;E[Tl{ |

(T4
= e

t
(38) becomes

b|48

S Q

3
OO

By lemma (2), equ

aw >
E: 0- ZR[un]—ZAn (39)
n=0 n=0
However, from equation (36) we have
oo 0 Oup— d
Yn=04n = Y=o Lk=0 Uk L;Zk: 0%"‘
6u1 6u0 du, ouq dug
a— +u a +u aaz + 166— + U, E +
Us uz uq Ug
—+ az+u26—+u3¥+~
_ <6u0 du; Odu, OJus )
— th 0z dz 0z 0z
N <6u0 Ju; Ou, Odus
“ dz 0z 0z 0z
o)
N <6u0 Ju; Ou, Oduz
Yz z 0z 0z dz
o)
Juy, Odu; Odu, OJuy
v (G T
+ . ) + oo
d d d
- (o + Uy + Uy + Uz +---)(?+%+%+
au; : ) = (Zn Oun) (Zn 0 un) =
Cotn) (500 un)  (40)

Then substitute equation (40) in equation (39) to

obtain
i PRI DR [
n=0 n=0 n=0
— _R[w] ow
= w w aZ
ow 62w+62w+62W ow
ot |oaxz T ayz T 22| Wz

Then w(x, vy, z, t) is satisfy equation (19). So, its
exact solution.

Conclusion:

We employed the combination of new
transform suggested by Luma and Alaa with HPM
method to get a closed form solution of the three
dimensional space PDE linear and nonlinear. The
new method is free of unnecessary mathematical
complexities. Although the problem considered has
no exact solution, the accuracy, efficiency, and
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reliability of the new method are guaranteed. The
convergence of obtained solution to the exact
solution by using NTHPM is proved.
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References:

1. Wazwaz AM. Partial Differential Equations and
Solitary Waves Theory. 1% ed. Beijing and Berlin:
Springer; 2009. ISBN 978-3-642-00250-2, e-ISBN
978-3-642-00251-9.

Tawfig LNM , Jabber AK. Steady State Radial Flow
in  Anisotropic and Homogenous in Confined
Aquifers. Journal of Physics : Conference Series.
2018; 1003(012056): 1-12. IOP Publishing.

Jafar B, Mostafa E. A new homotopy perturbation
method for solving systems of partial differential
equations. Computers &  Mathematics  with
Applications. 2011; 62: 225-234.

Tawfig LNM, Rasheed HW. On Solution of Non
Linear Singular Boundary Value Problem. IHJPAS.
2013; 26(3): 320- 328.

Tawfig LNM, Hassan MA. Estimate the Effect of
Rainwaters in Contaminated Soil by Using Simulink
Technique. In Journal of Physics: Conference Series.
2018; 1003(012057):1-7.

Sunil K, Jagdev S, Devendra K, Saurabh K. New
homotopy analysis transform algorithm to solve
volterra integral equation. ASEJ. 2014; 5(2): 243-
246.

Rajnee T, Hradyesh KM. Homotopy perturbation
method with Laplace Transform (LT-HPM) for
solving Lane-Emden type differential equations
(LETDEs). Tripathi and Mishra Springer Plus. 2016;
5(4):1-21, DOI 10.1186/s40064-016-3487-4.

Tawfig LNM, Jaber AK. Mathematical Modeling of
Groundwater Flow, GJESR. 2016; 3(10): 15-22. doi:
10.5281/zenodo.160914.

Wazwaz AM, Dual solutions for nonlinear boundary
value problems by the variational iteration method,
International Journal of Numerical Methods for Heat
& Fluid Flow. 2017; 27(1): 210-220, DOI
10.1108/HFF-10-2015-0442.

10. Tamer AA, Magdy AET, El-Zoheiry H. Modified
variational iteration method for Boussinesq equation.
Computers & Mathematics with Applications. 2007;
54: 955-965. Elsevier.

11. Tawfig LNM, Jabber AK. New Transform
Fundamental Properties and its Applications.
IHJPAS. 2018; 31(1):151-163.

12.Jabber AK. Design Mathematical Model for

Groundwater and its Application in Irag. PhD Thesis.
Department of Mathematics. College of Education for
Pure Science Ibn Al-Haitham. University of Bagdad.
Bagdad. Iraqg; 2018.

13.He JH. Homotopy perturbation technique. Computer
Methods in Applied Mechanics and  Engineering.

1999; 178(3-4): 257-262. doi:10.1016/s0045-
7825(99)00018-3.
14.Rahimi E, Rahimifar A, Mohammadyari R,

Rahimipetroudi I, Rahimi EM. Analytical approach
for solving two-dimensional laminar viscous flow
between slowly expanding and contracting walls.
ASEJ. 2016; 7(4): 1089-1097.
doi:10.1016/j.asej.2015.07.013.

15. Salih H, Tawfig LNM, Yahya ZRI, Zin S M. Solving
Modified Regularized Long Wave Equation Using
Collocation Method. Journal of Physics: Conference
Series. 2018; 1003(012062): 1-10. doi :10.1088/1742-
6596/1003/1/012062.

Galls pliad amy il Ay ja Alaalds e alea Jad s gl

G 8 daaa AU

@GS e e

sduadAl

(St 5 gons) Jlme 3 puliall 2880 Jglal day i n Abonlis C¥alea Jal an Jysat Ak (i ey Candl e

ALl S lae Jad A el o5 se sel) A s ge sl ol (i Jlaall 3355 5 gl 1 e salll (53 Jilasa Ja daladind
) Leiaild il Ayl Al 3 Jplall s ol il 5 e Al da g, <l alas¥1 ASSE 1Y) A (e e
A5l 5 el qen 1a) Jagamall Jall slad) b il Alen 5 sVl il il Lead) Gkl Adaguadll Jlal)

7.12 sl L

Oy yha ) 81 e 8 (Dl a6 5 g0 58 Gl el Ay Hha A ja il Y alae sAalidal) CilalSl)

792



