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Abstract: 
Administrative procedures in various organizations produce numerous crucial records and data. These 

records and data are also used in other processes like customer relationship management and accounting 

operations.It is incredibly challenging to use and extract valuable and meaningful information from these data 

and records because they are frequently enormous and continuously growing in size and complexity.Data 

mining is the act of sorting through large data sets to find patterns and relationships that might aid in the data 

analysis process of resolving business issues. Using data mining techniques, enterprises can forecast future 

trends and make better business decisions.The Apriori algorithm has been introduced to calculate the 

association rules between objects; the primary goal of this algorithm is to establish an association rule between 

various things. The association rule describes how two or more objects are related.We have employed the 

Apriori property and Apriori Mlxtend algorithms in this study and we applied them on the hospital database; 

and, by using python coding, the results showed that the performance of Apriori Mlxtend was faster, and it 

was 0.38622, and the Apriori property algorithm was 0.090909. That means the Apriori Mlxtend was better 

than the Apriori property algorithm. 

 

Keywords: Apriori Mlxtend, Apriori Property, Association Rule Mining, Hospital Readmission, Machine 

learning, Performance of Algorithms. 

 

Introduction: 
This study's main objective was to compare 

the two types of this algorithm and identify the one 

that performed the best so that it could be suggested 

for use in future studies. Many studies have focused 

on the work of the algorithm and ways to develop it 

in a variety of fields, including the field of health. In 

addition to being utilized to examine patient data at 

the hospital being investigated. The main idea of the 

study is to discover the data in order to find new 

knowledge that helps in the process of reducing and 

controlling infection transmission in the hospital and 

determining the main cause for entering the hospital, 

through the use of data mining methods in building a 

system capable of controlling the health reality, also 

for determining the best algorithm that did this duty 

very well. The healthcare organizations as hospitals 

or governmental health care sectors or even health 

insurance companies possess rich data sources, such 

as electronic medical records, administrative reports, 

and other benchmarking results. Today, data mining 

in healthcare is used mainly for predicting various 

diseases, supporting biomedical and clinical 

diagnosis, advising doctors in making appropriate 

treatment decisions and avoiding accidental risky 

events from medical or organizational errors. 

Additionally, the advantages of data mining are 

much more than these, as it can provide question-

based answers, anomaly-based discoveries, provide 

more informed decisions, probability measures, 

predictive modeling, and finally human decision 

support 1. Using data mining, healthcare providers 

can be very effective in such fields as medical 

research, pharmaceuticals, medical devices, 

genetics, hospital management, and health care 

insurance, etc.  

One of the most common themes in analyzing 

complex data is the classification, or categorization, 

of elements, the task is to classify a given data 
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instance into a pre-specified set of categories, the 

classification work by given a set of categories 

(subjects, topics) and a collection of text documents, 

the process of finding the correct topic (or topics) for 

each document 2. Classification problem occurs 

when an object needs to be assigned into a predefined 

group or classified based number of observed 

attribute related to that object, many ideas have 

emerged over the years on how to achieve quality 

results from web classification systems, thus there 

are different approaches that can be used to a degree 

such as Clustering, Naïve Bays (NB) and Bayesian 

Networks, Neural Networks (NNs), Decision Trees 

(DTs), Support Vector Machines (SVM) etc.3.  

Data Mining for Hospital Readmission has formed a 

branch of applied artificial intelligence which allows 

a search of valuable information, especially in large 

volumes of data. The growing number of databases 

has created the need to have technologies that 

intelligently utilize the information and knowledge, 

thus making data mining an increasingly important 

research area 4 . Likewise, data mining has been 

extensively used in healthcare problems due to the 

increasing amount of data in healthcare systems, 

especially in this digital era. The interest in hospital 

readmission rates is growing worldwide, 

contributing to the growing research in hospital 

readmissions, such as identifying the risk factors or 

predictors which led to readmission and predicting 

the readmission risks based on various related areas 

through statistics, machine education, and data 

mining 5. 

Association rule mining 6- 7, is a rule-based 

data mining technique 8- 9 for finding interesting 

relationships between things in large datasets. The 

method works by starting with frequently occurring 

item sets to find the rules. These rules are presented 

as (if → then) statements that provide information 

about item association likelihood. In market-basket 

analysis, for example, knowing that if a customer 

buys bread, they are likely to buy cheese is applicable 
10- 11. Given an item's collections and transactions, 

each containing a subset of the items, determine the 

total number of items. The definition of an 

association rule is the implication A→ B, where A 

and B are the subsets and A∩B = 0. The antecedent 

left-hand side (LHS) and consequent right-hand side 

(RHS) of the rule are the sets of items for the short 

item sets (A, B). Association rule mining is the 

procedure of extracting rules from a given database 

that satisfy the stated minimal support and 

confidence requirements 12. support is the frequency 

of the set (A∪B) in the dataset. 

In contrast, Confidence is the conditional 

probability of finding B after discovering A and is 

calculated as (A∪B)/sup (A). The standard item set 

includes items that provide the bare minimum of 

Confidence and Support. The model that can 

determine the coronavirus infection as positive was 

constructed based on various pre-defined standard 

symptoms. The World Health Organization (WHO) 

and India's Ministry of Health and Family Welfare 

released guidelines for these symptoms. The system 

provided the severe symptoms of the diseases in this 

model. It allows users to talk about their symptoms, 

with the computer estimating a disease based on 

facts. To obtain the most accurate results, this factual 

information is subsequently evaluated using the 

ARM-based Apriori algorithm. Other traditional 

models, such as Support Vector Machine (SVM), 

Artificial Neural Networks (ANNs), and Random 

Forests (RF), have been studied and analyzed, and 

the suggested technique predicts a better accuracy 

score 13. 

Epidemics continue to be a public health 

problem across the world. Even with technological 

advancements, there are still challenges to predicting 

infections. 

To undertake effective surveillance and 

investigation of water-borne illnesses through social 

media with next-generation data, they proposed 

FREEDOM (Effective Surveillance and 

Investigation of Water-borne Diseases from Data-

centric Networking Using Machine Learning). They 

acquired data from Twitter, preprocessed the tweet 

content, performed hierarchical spectral clustering, 

and created the frequent word set from each cluster 

to use the apriori process in the suggested model. 

Eventually, human behavior was implemented to 

derive inferences from the frequent word set. The 

support and confidence values of the outcome 

derived from the Apriori algorithm exhibited the 

different water-borne diseases that were not listed in 

the WHO (World Health Organization), and the 

surveillance of those diseases with percentage 

ranking and was achieved using data-centric 

networking, according to the experimental results. 

Again, it was matched with the real data. This form 

of study enables doctors and health organizations 

(government sector) to maintain track of water-borne 

infections and associated symptoms for early 

detection and safe recovery, decreasing the mortality 

toll significantly 14. 

Also, proposed a method for assessing the 

behavior of groups of people and demonstrated how 

to forecast person location for the next months15. In 

this work, clustering technique was used. The 

challenge of discovering associative rules was also 

investigated. To discover the optimal rules, they 

employed scalable Apriori algorithms. We utilized 

the standard mlxtend package to aggregate data by 

cluster, user login, and time for analysis. They 
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looked at the apriori and k-means clustering methods 

to generate a template for user pattern recognition. 

They investigated the issue of finding associative 

rules that could detect and describing patterns in 

huge amounts of information. The best rules were 

determined through scalable Apriori algorithms. 

They used the standard mlxtend package to 

aggregate data by cluster, user login, and time for 

analysis. They were confronted with the problem of 

data inaccuracy and consistency with real-world 

settings while working, and were obliged to limit the 

minimal support for associative rules 16. The Apriori 

approach used to create association rules using data 

obtained during emergency department visits, either 

through triage or electronic health records. The 

purpose of this study was to discover the link 

between various major complaints or illnesses stated 

by patients during triage examination, as well as the 

relationship between different main complaints and 

prior medical history or outpatient medication. The 

initial set of results was assessed and presented. In 

this work, the association rules and Apriori algorithm 

were created using the Python 3.7.4 programming 

language and the Mlxtend library. Extracting 

meaningful information from medical data was a 

difficult but beneficial process. In this study, they 

looked at the association between the many primary 

complaints provided by patients, the relationship 

between prior and current illnesses, and the 

relationship between reported complaints and 

outpatient medicines. The Apriori technique was 

used to derive the association rules from a real 

dataset of visits to emergency rooms. This study 

offered critical info on the correlations between 

various data elements from a large quantity of patient 

data, allowing medical workers to look for other 

related concerns that the patient may not have 

reported16. This study intended to investigate disease 

association for other patient categories in the future, 

as well as incorporating other factors. The mining 

association rules procedure consists of two sections: 

All standard item sets must be made from scratch to 

begin. Creating robust association rules utilizing the 

collections of commonly used items. The most 

extensively used machine learning algorithm for 

mining association rules is Apriori. In this paper, two 

types of Apriori have been used and compared to find 

the best one in the context of performance17- 18. 

 

Materials and Methods: 

1- Apriori Property Algorithm: 
The Apriori property 19 all non-empty subsets of 

the frequent itemset are frequent as the 

algorithm's central assumption. This attribute is 

referred to as the Apriori property. Thus, if an 

item set is rare, all of its supersets would also be 

rare. Due to the database's extensive quantity of 

unique items, the search space for all item sets is 

exponential. Consequently, the fundamental 

procedure for constructing and calculating the 

frequency of all item sets across the database will 

be unnecessarily time-consuming. 

Moreover, the database in issue could be huge, 

including millions of transactions, making 

frequency counting a challenging operation in 

and of itself. So, it will be using the Apriori 

property 20. Every non-empty subset of the 

frequent itemset must likewise be regular 21. The 

Apriori property depends on the following 

notation. If an itemset G does not satisfy the 

minimum support threshold, min sup, then G is 

not frequent, that is, P(G) < min-sup. If item A is 

added to the itemset G, then the resulting itemset 

(i.e., G∪A) cannot occur more frequently than G. 

Therefore, G ∪A is not frequent also, P (G ∪A) < 

min sup. This property belongs to the anti-

monotonicity category of qualities 22; Likewise, if 

a set fails a test, all its supersets will also yield the 

same test. Due to the monotony of the property in 

the context of failing 23, It is known as anti-

monotony. A two-step strategy, including the join 

and prune operations, is utilized to comprehend 

how the algorithm operates. 

In the join step, Lk-1 joins with itself if the 

two item sets of Lk-1 have the same initial (k-2) 

items and the first itemset's (k-1) th thing is 

lexicographically less than the relevant item of 

the second itemset. It uses the Apriori property. 

The pruning step reduces the size of Ck. Using the 

Apriori property, the prune step minimizes the 

size of Ck. Any (k-1)-itemset that is not frequent 

cannot be a subset of a frequent k-itemset, 

according to the Apriori property 24. The Apriori 

approach requires a lot of processing to join and 

prune item sets and check a portion of each 

transaction against candidates. Many candidates 

also need a large amount of memory throughout 

the algorithm's execution. Hence, an effective 

data structure is required, reducing processing 

costs while efficiently organizing candidate item 

sets in memory space. The Apriori property's 

main benefit is that it minimizes the number of 

candidate item sets, lowering the algorithm's 

length and time complexity. On the other hand, 

the number of potential item sets generated may 

be too vast for the main memory to process it 25. 

Also, there are some indicators like as below 26: 

1-  "Support represents the chance that the next 

attribute value X of a dimension appears in 

every record (R), as illustrated in the formula 

below." 
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“Support(X) = (Transactions containing X) / 

(Total Transactions)”: 

             “Support (X)= count(X)/count (R) = 

P(X)”. 

In general, the support is a percentage of the 

item's appearance out of the total items. 

2- As demonstrated in the following formula, 

Confidence represents the likelihood that 

attributes X and Y appear concurrently in all 

records R. 

             Confidence (X→ Y) = Support (X∪Y)/ 

Support(Y)=P(Y\X) 

Interpreted as: How often items in Y appear in 

transactions that contain Y only. 

3- CK denotes the candidate item set, which is 

the item set retrieved via downward merging. 

Where (K) represents the number of elements 

Frequent itemsets are those having Support 

greater than or equal to the stipulated minimum 

support, represented by LK. Any non-empty 

subset of a frequent itemset is, in fact, a frequent 

itemset. 

 

2- Mlxtend Apriori Algorithm 

Implementation 27:  
Using the Apriori algorithm, which is dependent on 

the Mlxtend library, the following will be applied in 

general: 

The First Step is to Find the Itemset. 

The second step is to create a K-Itemset. 

The third step is to check the Support. 

The fourth step is to look for items that are used 

frequently. 

The 5th Step:  The K-1 Frequent Item Set is #? 

If "No," proceed to Step 2. 

Otherwise, proceed to the next step. 

The sixth step is to come to a complete stop (End). 

  Join step: Ck generating by doing a joining for Lk-1 

with itself. 

Prune step: Any of the (k-1)-item sets that are not 

frequent are not eligible to be a subset of frequent (k-

itemset) 

 Ck: Size of k candidate itemset 

 Lk Size of k frequent itemset  

The phases of the Apriori algorithm will then be as 

follows in Fig.1: 

 
Figure 1. The phases of the Apriori algorithm. 

 Support (A → C) = Support (A ∪ C), the 

range will be [0, 1] 

Instead of association rules, the support measure is 

applied to item sets. The association rule mining 

approach produces a table with three support 

measurements: "antecedent support," "consequent 

support," and "support." 

The proportion of transactions including the 

antecedent (A) is calculated as antecedent support, 

whereas the Support for the itemset of the consequent 

is calculated as consequent Support (C). The Support 

for the combined item sets (AC) is then computed 

using the support measure. The Support is contingent 

on "antecedent support and subsequent support" as 

measured by minimum support levels (antecedent 

support, consequent Support). Typically, Support is 

used to estimate the quantity or frequency of 

database entries (which is often considered relevant 

or essential). It calls itemset a "frequent itemset" if 

you support more than a minimum-support criterion. 

It's worth noting that, according to the downward 

closure property, all subsets of a frequent itemset are 

also frequent. 

 Confidence:  A → C = 
𝑆𝑢𝑝𝑝𝑜𝑟𝑡  𝐴 → 𝐶

𝑆𝑢𝑝𝑝𝑜𝑟𝑡 𝐴
 ,  the 

range [0,1]. 

The probability of seeing the consequent in a 

transaction if it contains the antecedent is the 

Confidence of rule A->C. It is worth noting that the 

metric is not symmetric or directed; for example, the 

Confidence for A->C differs from that for C->A. If 

the consequent and antecedent always occur 

together, the Confidence is 1 (maximal) for a rule A-

> C. 

 Lift A → C = 
(Support A → C)

(Support C)
,  the range = 

[0, ∞]. 

The lift measure is used for determining how 

often the antecedent and consequence of a rule A→C 

occur together than we would expect if they were 

statistically independent. If A and C are independent, 

the Lift score will be exactly 128. 

 

 

Patients and Control 
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      This section tries to identify which of the two 

algorithms implemented in this study provides the 

best performance and examines the medical dataset 

in search of factors that will aid physicians in making 

the best decision possible. The dataset used in this 

study was gathered in 2021 from Al-Kut Hospital in 

Wasit Governorate, Iraq, and is an accurate data set 

licensed only for scientific research. The dataset 

contained 10,160 patient samples. 

 

Results: 
The First Method: Apriori Property Algorithm: 

It is possible to determine the Apriori property's 

performance; the Support for the Apriori property 

algorithm was 0.091, that shows the performance of 

this algorithm is always same over the time, as shown 

in Fig.2: 

 
Figure 2. The performance of the Apriori 

property algorithm. 

 

The Second Method: Apriori Mlxtend: 

The performance of the Mlxtend-based 

apriori algorithm will be determined by computing 

the method's support values over time. As depicted 

in Fig.3, the minimum Support was 0.25, while the 

maximum Support was approximately 0.6., which 

means the performance continues improved over the 

time. 

 
Figure 3. The performance of the Apriori -

Mlxtend algorithm. 

 

In general, and for giving more Support and power 

to the studying, and by taking the average for the 

Support, Confidence, and lift, the results will be 

divided as below in Table. 1, which shows the 

compartion of performance between Apriori 

Property and Apriori Mixtend, based on some factors 

like (Average of support, Average of Confidence, 

Average of Lift and Time of Running), and 

calculating the average by using the Eq below: 

The average =
Summation of the items

The total number of the items
 

 
Table 1. The comparison between the algorithms. 

Algorithms The factors 

Average of Support Average of Confidence Average of Lift Time of Running 
Apriori 

Property 

0.090909 

 

0.775362                              6.137681 Medium 

Apriori 

Mlxtend 

0.38622 - - Fast 

In addition, Fig.4, which displays the performance of 

algorithms, can be observed by averaging the support 

values for the Apriori property and Apriori Mlxtend 

algorithms.  
 

 
Figure 4. The Support for algorithms (Apriori 

property and Apriori Mlxtend). 
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The Fig. 5, which displays the employing of the 

support values averages from the two methods, as 

below:  
 

 
Fig 5. The averages of Support for algorithms 

(Apriori property and Apriori Mlxtend). 

Some of the Medical Indicators: 

Effectiveness of the Diseases: 
Applying the Data mining techniques to 

discover the reasons for entering the hospital, 

it is clear that: The pandemic of covid 19 was 

the leading cause of hospitalization, followed 

by pneumonia and the remainder of the 

disorders, as the Fig.6.  

 

 

 

 

 

 

 

 
Figure 6. Some of the reasons that cause hospital Readmission. 

 

As for the ages of the hospital patients, it is evident 

that they were between 20 and 100 years old when 

they were admitted. The median was 60 years, and 

the average was 60 years, as in Fig.7. 
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Figure 7. The ages of patients in the hospital. 

 

The Genders of the Patients and the Old 

Visit: 
The genders of the paitants can be decleared 

as below: the number of males admitted to the 

hospital is more than females. as shown in Fig.8. 

 

  
Figure 8. The genders of the patients in the 

hospital. 

 

The number of patients who have never been 

admitted is more significant than the number of 

patients who have previously been recognized, as 

below in Fig.9. 

 

  

 
Figure 9. The past –old- visit for the patients in 

the hospital. 

 

The Types of Admission:  
More patients were admitted to the ward than the 

intensive care unit, as Fig.10. 
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Figure 10. The types of admission for patients in 

the hospital. 

 

More patient’s heart rates ranged between 60 

-160, with an average of 110 and a median of 110, as   

Fig.11. 

 

 
Figure 11. The heart rate for patients in the 

hospital. 

 

The Respiratory Rate for Patients: 

The patient's respiration rate ranges between 

15 and 55 breaths per minute. The average oxygen 

rate was 35 breaths per minute, the median was 35 

breaths per minute, see Fig.12. 

     
Figure 12. The respiratory rate for patients in the 

hospital. 
 

The patients had oxygen rates ranging from 

50 to 100 breaths per minute. The average rate per 

minute was 75. And the median was 75 per minute, 

see Fig.13. 

 

 
Figure 13. The oxygen rates for patients in the 

hospital. 

 

The Intubated Patients: 
The non-intubated patients are more than 

intubated. See  Fig.14. 

 

 
Figure 14. The intubated rate for patients in the 

hospital. 

Discussion: 
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      Data mining techniques find relationships, 

patterns, and rules, allowing professionals and 

specialists to discover unexpected and significant 

data. Consequently, students will have a deeper 

comprehension of systems and procedures. This data 

can then be used to construct new processes and 

judgments based on existing Knowledge, as well as 

modules and expert techniques that can manage and 

optimize systems in diverse sectors of life, including 

medicine and healthcare. Professionals can also 

leverage these modules to optimize performance and 

resource utilization. The strategies described in this 

study may also be of benefit. The Apriori algorithm 

was applied using two ways in this study, and the 

following conclusions were reached: The Apriori 

property was utilized, with a support average of  

0.090909, a confidence average of  0.775362, a lift 

average of  6.137681, and a running time of slower. 

The Apriori based on the Mlxtend library was also 

employed, with a support average of  0.38622  and a 

faster run time. The Apriori property did poorly 

overall, but the Apriori based on Mlxtend performed 

exceptionally well; hence the Apriori Mlxtend 

method was the best. Significant hospital infection-

related traits, such as (reasons for admission, age, 

race, gender of the patient, previous visits, types of 

entry, heart rate, the breathing rate of patients, 

oxygen rate, and intubation for patients). 

 

Conclusion:  
Establishing information systems in the 

healthcare sectors to incorporate significant urgent 

cases, such as the emergence of critical and 

unanticipated circumstances of covid-19, will 

improve hospital infection management. Related to 

covid-19 and other disorders will assist lessen the 

impact of uncontrolled emergency cases. For 

instance, this study revealed that a more significant 

number of patients were admitted to the hospital due 

to covid-19. In addition, the patient's age, gender, 

past-visit status (yes or no), type of admission (ICU 

or ward), heart rate, breathing rate, oxygen saturation 

level, and intubation must be provided by the system. 

This discovery will assist professionals and 

physicians in making appropriate decisions based on 

this knowledge, which may reduce the incidence of 

hospital-acquired infections since these criteria will 

be critical in the future for decision-making by 

doctors and medical professionals during the 

comparison of the patient's diverse outcomes (prior 

and posterior results). Future work will benefit from 

incorporating critical situations, such as the 

unanticipated advent of covid-19, into the design of 

healthcare information systems to provide effective 

hospital infection management in connection to 

covid-19 and other diseases. In addition, they were 

employing another large dataset with a different data 

mining algorithm in the future to conduct additional 

research and comparisons. 
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 المستشفىفي دراسة مقارنة حول خوارزميات التعدين في قواعد الرابطة في مجموعة بيانات مكافحة العدوى 
 

  2ليث رزوقي فليح    1سيد باقر ميراشرفي     1يحيى اسمر زاكور
 
 .ايران مازندران، مازندران، جامعة العلوم الرياضية، كليةقسم الاحصاء،  1
 .العراق أربيل، جيهان، جامعة العلوم، كليةقسم الحاسوب،  2

 

 الخلاصة:
هذه لإن العمليات الادارية في مختلف المؤسسات الحديثة ينتج عنها العديد من البيانات والمعلومات المهمة وباشكال مختلفة، ويمكن   

إن استخلاص المعلومات المفيدة  وذات الصلة يعد من   البيانات ان تستخدم في عمليات اخرى كالعمليات المحاسبية وادارة العلاقات مع الزبائن.

نقيب عن التالتحديات الكبيرة خاصة مع ضخامة هذه البيانات وتعقيدها واشكالها المختلفة ونموها المستمر.  لحل تلك المشكلة يمكن استخدام 

(، وهي عمليات معقدة تجري على البيانات الكبيرة لغرض استخلاص معلومات وانماط مفيدة والكشف عن العلاقات Data Miningالبيانات )

بالتالي و بين تلك البيانات، والتي تساعد على حل مشكلات الاعمال من خلال تحليل البيانات، ومساعدة المنظمات على التنبؤ بالاتجاهات المستقبلية

لغرض حساب قواعد الترابط بين الاشياء، إن الهدف الاساسي من هذه الخوارزمية  Aprioriاتخاذ القرارات الافضل. لقد تم تقديم خوارزمية 

وظيف تهو تاسيس قواعد ترابط بين الاشياء المختلفة  والتي تستخدم لوصف كيف ان شيئين او اكثر يرتبطون ببعضهم البعض.في هذه الدراسة تم 

، وتم تطبيقهم على قاعدة بيانات المستشفى، وباستخدام Apriori Mlxtendو  Apriori Property، وهي Aprioriنوعين من خوارزميات 

كان  Apriori Property، بينما سرعة تنفيذ خوارزمية 0.38622كان  Apriori Mlxtendلغة بايثون تم الوصول الى ان سرعة خوارزمية 

 .Apriori Propertyكان افضل من سرعة واداء  Apriori Mlxtendسرعة واداء  ، اي ان0.090909
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