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Abstract

An automatic text summarization system mimics how humans summarize by picking the
most significant sentences in a source text. However, the complexities of the Arabic language have
become challenging to obtain information quickly and effectively. The main disadvantage of
the traditional approaches is that they are strictly constrained (especially for the Arabic language) by
the accuracy of sentence feature functions, weighting schemes, and similarity calculations. On the other
hand, the meta-heuristic search approaches have a feature that tolerates imprecision, gets prohibited
results, and is not strictly bound by the above restrictions. This paper used the Gravitational
Optimization Algorithm (GOA), a powerful metaheuristic approach based on the law of gravity, to
address the challenge of extractive summarizing Arabic texts. The objective function of the GOA
algorithm is derived based on sentence significance, such as its length, similarity degree, position,
statistical term frequency, and named entity ownership. Essex Arabic Summaries Corpus (EASC) was
used to evaluate the proposed method and measured by the Recall-Oriented Understudy for Gisting
Evaluation (ROUGE). The proposed approach achieved 68.04% Recall, 58.49% Precision, and 60.05%
F1-measure using ROUGE-1, higher than standard summarizers and metaheuristic approaches.

Keywords: Abstractive Summarization, Extractive Summarization, Arabic Text Summarization, Similarity

Graph, Gravitational Optimization Algorithm.

Introduction

In recent years, Internet users from the Arab
world have increased rapidly. However, digital
content in the Arabic language is still lacking perfect

.development plans Text summarizationgenerates
the most informative sentences or a summary
from minous texts to reduce volureading time and
accelerate information search. Text summarization
can be classified into two techniques: Extractive
summarization and abstractive summarization. The
first technique identifies the  meaningful
sentences input text and reproduces them from the
.as a summary

In contrast, the second technique interprets the
input text and generates new summary text using
advanced Natural Language Process (NLP)
techniques®. These two techniques can be applied to
single-document or document summarization-multi?.
In addition, according to the language,
summarization systems can be classified into two
types. The first is monolingual summarization

systems, which work only inone language. The
second systems, is multilingual summarization
covering more than one language®.
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In  general, Arabic text summarization
approaches and methodologies are still immature due
to many challenges in the Arabic language: For

example, Arabic textmeaning depends on
the ariation, presence or dialectal v-context, cross
absence of diacritics, and the evaluation process of
Arabic summarization systems*°. One of the most
effective methods for solving text summarization is
metaheuristic search algorithms like cuckoo search®,
ant colony’, artificial bee colony® Particle
Swarm Optimization (PSO)®°, and genetic algorithm
(GA)®. These optimization algorithms can
be helpful in optimization problems to select
appropriate sentences from the text and build a
representative summary.

The difficult problem facing researchers in
dealing with the Arabic language is that it is a highly
inflectional and derivational language and the
preprocessing tools of the Arabic language are still
lacking improvement.

There is an essential disadvantage of the
traditional approaches used in summarization is that
they are strictly constrained (especially for the
Arabic language) to the accuracy of sentence
features, weighting schemes, and similarity
computations. On the contrary, the metaheuristic
search approaches are tolerated imprecision, get
prohibited promising results, and are not strictly
bound by the aforementioned biased restrictions.
Most metaheuristic search approaches deal with a
continuous (real point vectors) model. The challenge
for many studies is how to apply these approaches to
an environment with discontinuous elements
(summarization as an example). In order to
accomplish this task, many researchers modify the
original metaheuristic search approaches by a

Materials and Methods
Related Works:

This section only covers Arabic text
summarization studies that use abstractive and
extractive approaches. Since 2015, only four studies
have focused on using the abstractive technique.

Typically, thistype of summarization is more
complex to implement, although sometimes it is
effective. For example, some authors'! proposed a
textual graph-based model to remove multi-
document redundancy and generate a coherent
summary using concatenating related sentences.
Unfortunately, the experimental results were only on

significant change in the algorithm structure or in its
equations. In fact, the unprofessional changes in
the structure or the equation of an algorithm may take
the algorithm's goal away and get unbalanced
solutions Therefore, modifying an algorithm and
investing it without negatively changing its natural
path is a great achievement in itself.

This research studies the GOA algorithm and
applies it in the summarization environment.
However, a big challenge is reducing the
difference between using real item space and discrete
item space. Therefore, challenge this has been
successfully tackled by proposing a new method that
combines NLP with GOA (as a metaheuristic
approach)  augmented by a  constructed
neighborhood area based on a text similarity graph.

The main two contributions of this work can be
summarized as follows:
1-Investigate the ability of a novel GOA algorithm to
address the performance problems in the
summarization environment in terms of time and
solution quality.
2-Addressing the challenges of the poor performance
of the available Arabic text summarization systems
due to the fact that the Arabic language is a highly
inflectional and derivational language and due to the
preprocessing tools of the Arabic language are still
imperfect tools.

The remainder of this paper is organized as
follows: Section 2 reviews prior work in the areas of
the Arabic text summarization method. Section 3
introduces the methodology for GOA. Section 4
.presents the proposed Arabic text summarization
Section 5 presents the experimental results, and the
last section presents the conclusions.

the reduction ratio but neglected the enhancement of
the accuracy of the r that, summarization model. Afte
Other authors'? introduced an abstractive Arabic text
summarizer based on the Rough set theory. It starts
by segmenting the input text and applying a -rule
.based sentence reduction technique

Nevertheless, this requires human intervention to
evaluate the proposed method. In 2020, two studies
took advantage of deep learning. The first™® used a
deep neural network learning methodology that deals
with long texts more efficiently by identifying
focus points in the text. However, the accuracy
s did not exceed 60%. The secondresult'* proposed
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an abstractive Arabic text summarization model
based on sequence-to-sequence RNN encoder-
decoder architecture.

Furthermore, five studies have focused on using the
extractive technique in the last four years. For
instance, some studies' ¢ proposed metaheuristic
searches like PSO and Firefly (FF) to extract
summaries for single Arabic documents on the
EASC corpus. A study'’ introduced two
summarizing techniques, including score-based and
supervised machine learning using only a single
document. Each sentence is evaluated using a novel
formulation that considers sentence diversity,
relevance, and coverage based on a combination of
semantic and statistical features.

ASDKGA is presented as a single-document text
summarizing approach that combines statistical
features, domain expertise, and genetic algorithms to
extract key ideas from Arabic political documents on
the EASC corpus?®,

Moreover, other studies have used hybrid integration
techniques including both abstractive and extractive
methods to provide an informative and coherent
summary of a long document*®2°,

In fact, and based on current studies, the
preprocessing tools of the Arabic language are still
problematic. As a result, this paper used the GOA, a
powerful metaheuristic approach based on the law of
gravity, to address the challenge of summarizing
Arabic texts. The proposed method exceeds the
previous methods in terms of performance because
of its ability to access areas considered forbidden
within the research space.

Method:
Gravitational Optimization Algorithm (GOA)

GOA is one of the newest heuristic
algorithms?. The algorithm is based on gravity and
mass interactions at a low level. The solutions in the
GOA population are referred to as agents; these
agents interact with one another through gravity.
Therefore, this represents ) the global movements
of the agent, while the agent with ( exploration step

a heavy mass representsthe algorithm's exploitation

step. The solution with the higher mass is the best.
The gravitational constant G is calculated using
Eq.1 at iteration t.

—xt

Goe' T 1

Where Go and « are initialized at the beginning of
the search, and their values are decreased as the
search progresses. The total number of iterations is
denoted by T.

The masses of the objects obey Newton's law of
gravity using Eq.2:

MM,

F=G=5

F is the gravitational force magnitude, and G is the
gravitational constant. My is the first object's mass;
My is the second object's mass; and R is the distance
between the two objects M1, M.

When a force F is applied to an object, the object
moves with acceleration a. Whereas a depends on the
applied force and the mass M, as shown in Eg.3
below:

3

a==L
M
The Eqg.4 and Eq.5 are used to calculate the velocity
and position of the agents in the next iteration (t+1),
respectively:

vi(t + 1) = rand; X v;(t) + a;(t) 4

xi(t + 1) = randi X xl-(t) + al-(t) 5
Where randi is the random number in the range [0,1].

Proposed Text-Summarization Model

In the context of the summarization problem, it
can be thought that the population is a complete text
whose elements are sentences. However, if each real
point represents a sentence of a text best recognized
after a series of iterations, how is this sentence
represented in a real point vector? This indeed needs
an innovative method to drop sentences in real point
vectors. This task has been addressed by using GOA
metaheuristic search tool which has features of ease
of implementation, convergence stability, and
low . computational costThe proposed text-
summarization model has multi-steps explained in

Fig.1.
Text Sentence Weighted
Prepr ing Features Vectors

Sentence Similarity
Ranking
Summary

Figure 1. The proposed text-summarization
model

I‘%

Article(s)

Graph

Page | 539


https://doi.org/10.21123/bsj.2023.7731

2024, 21(2): 0537-0547
https://doi.org/10.21123/bsj.2023.7731
P-ISSN: 2078-8665 - E-ISSN: 2411-7986

g

Baghdad Science Journal

The text-summarization algorithm of the proposed
model is shown as follows:

1: Input: Text to be summarized

2: Initialization procedure:

2.1: Preprocessing: Tokenization, stemming, and

stop word removal.

2.2: Similarity graph creation: Each sentence has
several sentences intersected with several
identicalwords.

3: Initialize population procedure:

3.1: Solutions (sentences) are randomly selected
from the similarity graph concerning
population size.

3.2: Set the solution similarity values as points in

the search space.

4: Compute the fitness for each solution using the

fitness function.

5: Update the gravitational G and K best constants.

6: Compute the masses, total forces, acceleration,

and velocities.

7: Update positions in the population depending on
the axes directions of the velocity ,vector and after
that, it can:

7.1: Ifitis a premise, then accept the new solution
Else accept another solution based on

probability:

If random () > G: Select a random
solution from the K best solutions
Else: Select a solution from the whole
state space

8: Repeat Step 4 to Step 7 until producing the same

fitness values or reaching a predefined .limit

Text Preprocessing Steps

Text preprocessing is a procedure which can
be divided mainly into four text operations:
1-Tokenize the raw text to extract the terms .
2-Lexical analysis of the terms with the objective of
treating digits, hyphens, punctuation marks, and
the case folding.
3-Elimination of stop words with the objective of
filtering out words with very low discrimination
values.
4-Stemming of the remaining terms for allowing the
retrieval of documents containing syntactic
variations of query terms.
There are many available Arabic stemmers. In
this work, ISRI stemmer is used to stem the
Arabic words. ISRl (stands for Information
Science Research Institute) stemmer is a new

root-extraction stemmer without a root
dictionary. This feature makes ISRI stemmer
more capable of stemming rare and new words.

Calculating Fitness Function

The structure of sentence features measures
each sentence's score in the text to rank each
sentence. For example, the following statistical
sentence features from f1 to f5 are used to allocate a
score or fitness to each sentence:

1. Sentence length (fi): The longest sentence
contains essential information; it can be
calculated by the number of words in the
current sentences divided by the max
sentence length.

2. Similarity degree (f2): Sentence i is nearest
to sentences with t cosine similarities. The
more similarity the sentence gets, the better
itis.

3. Sentence position (f3): Usually, the
informative sentences in a text covered by
writers at the beginning and end of any
article show the importance of sentences. In
contrast, the middle sentence is relative
using Eq.6.

Max[l L ] 6

I’'n-i+1
where n= number of sentences in the document n and
i= position of the sentence
4. Statistical term frequency (fi): Average TF-
IDF for all the words in the sentence.
5. Named entity ownership (fs): The more a
sentence has a named entity, the better it is.
For example, the following is Eq.7 for
calculating the fitness function.
FitnessFunction = Yu_, fx 7
K is the number of statistical sentence features
equal to five features from f1 to f5.

Building the Similarity Graph

An efficient search space structure based on a
text similarity graph augmented the gravitational
optimization algorithm. The similarities between
data points can be organized in graphs for solving a
range of practical problems. Let G = (V, E) is a graph,
V represents a set of vertices v;, and E represents a set
of edges ejj Let xi...X, is a set of data points, the
similarity between all pairs of data points x; and x; is
noted by wii> 0. In the G graph, each data point X; is
represented by vertex v; and two vertices are
connected if the similarity wij between them is
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positive. The edge ejj;, then, is weighted by wij. The
weighted adjacency matrix of the graph is the matrix
Whxm=wi=1,...,n,i,j=1,....m . If w;=0, the vertices v;
and v; are not connected?.

Practical Example

The following example illustrates the main
procedure of the proposed summarization based on
the GOA method. Let us have a text with seven
sentences numbered 0, 1, ...,6, as shown in Table 1.

Table 1. An example of seven Arabic sentences.

Id Arabic Sentence

English Sentence

0 wsulall Jlea cade 35 colua S ) Llal (& sulsll AdS 5525 The word computer comes from arithmetic, and

A8 Alle Auba A1 (e 3 5le il

1 e bee DS ladly Clmasdl Cayed le Gn Gasl ol aans

A5 SV G gulad)

2 0 s ol el Ft i Sl aal Ll e ) e

Aona ) el Y1 (e de gana (3e

3 e lete sSh A Aalall ulandll 58 3ea ) ells g8 dalal) il sSA Ll

osulall

4 e s,y las b S Ao Agleal) Slladl Ja e 5,08l G gulall

Aaliie 28 5 3akah Al cililee e Jaladl

5 5 Ly bl uias e somll dn SVl el ellias

bl Wi s (i g Lgela il

6 36 gl Cilide A jal) (3 sul) cuief o8 A8 el S LA (e aal)

A ; e judl 5 Alall A8 il o gula)

the computer was defined as a high-precision
arithmetic machine.

Computers combine what is known as software
and hardware to form electronic computers.
Software is defined as one of the main
components of a computer, which consists of a
set of program commands.

As for the hardware components, they are those
hardware and physical equipment that makes up
a computer.

The computer can solve arithmetic operations
quickly and deal with complex arithmetic
operations with extreme accuracy.

Electronic computers can store, process, or
retrieve data, and their speed is measured in
megahertz.

Many Iragi companies have enriched the Iraqi
market with various types of computers with
high accuracy and speed.

As it can be seen in Table 2, sentence 0 is nearest
(cosine similarity) to sentence 4 with 0.131 than
others, and the second closest to sentence 6 with

0.069 than others, and so on. It should be noted that
the summation of the cosine similarities gives
sspecific importance to each sentence.

Table 2. Cosine similarity matrix of seven sentences.

ij 0 1 2 3 4 5 6
0 1.000  0.002 0057 0022 0131 0000 0.069
1 0002 1000 0026 0128 0001 0120 0.024
2 0057 0026 1.000 0047 0001 0.000 0.001
3 0022 0128 0047 1000 0001 0.000 0.021
4 0131 0001 0001 0001 1.000 0.095 0.015
5 0000 0120 0000 0000 0095 1.000 0.019
6 0069 0024 0001 0021 0015 0019 1.000

The key parameters of seven sentences are: Data
size= 7; max_iterations= 4; Population size= 3, and
Initial population=[([0.131, 0.069], [4, O, 6, 2, 3, 1,
5], [1.0, 0.163, 1.0, 0, 0.281]), ,1],[0.047 ,0.128 ])
0,0.684.,0.175,0.25],[5 ,4,6,0,2,3,0.219)), ([0.12,
0.095], [1, 5, 4, 6, 3, 2, 0], [0.5, 0.248, 0.684, 0,
0.234])].

The following computational steps summarize the
GOA:

4. Select random solutions (sentences) from the
similarity graph, let 0, 3, and 5.

5. Sentence 0 is nearest to 4, 6, 2, 3, 1, 5. It is
nearest to 4 by 0.131 and nearest to 6 by
0.069. The others 2, 3, 1, 5 can be
alternatives (local neighbors).

Here, the vector [0.131, 0.069] is assumed as
a point in the state space. And the list [1.0,
0.163, 1.0, 0, 0.281]) contains the features of
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this point, i.e. [Sentence length, Similarity
degree, Sentence position, Statistical term
frequency, Named entity affection]
6. The rest of the solutions, 3 and 5, have the
same procedure.
According to the results in Table 3, In iteration 0, the
K =3 can be obtained using the following Equation:

K=/ (pupolation — (pupolation — 1) X

( iteration ) 8
float(maxiteration)

Table 3. The results of seven sentences.

New Prob. Delta Move Velocity Old G k Iter
10.128 ,0.120[ L N L 10.174 ,0.096[ 10.131,0.069[ 1.000 3 0
[1(3,1,5) [1(4,0,6)
10.057 ,0.047[ - P R 10.180,0.503 10.128 ,0.047[
[1(0,2,3) (1,32
10.131,0.095[ - P R 10.317,0.720[ 10.120,0.095[
(0, 4,5) 1(1,5,4)
10.057 ,0.047[ L N R 10.174 ,0.413 10.128 ,0.120[ 0.607 2 1
[1(0,2,3) [1(3,1,5)
10.131,0.095] L N R 10.266 ,0.705] 10.057,0.047[
[1(0,4,5) [1(0,2,3)
10.069 ,0.024[ L N L 10.591,0.229[ 10.131,0.095]
[1(0,6,1) [1(0, 4,5)
10.131,0.069[ - P L 10.326 ,0.251] 10.057,0.047[ 0368 2 2
[1(4,0,6) [1(0,2,3)
10.069,0.024[ L N R 10.142 ,0.733[ 10.131,0.095[
[1(0,6,1) 1 (0, 4,5)
10.128 ,0.120[ H N R 10.310,0.443[ 10.069 ,0.024[
[1[3, 1, 5( [1(0,6,1)
10.069,0.024[ H N R 10.176 ,0.197[ 10.131,0.069[ 0223 1 3
[1(0,6,1) [1(4,0,6)
10.131,0.069[ - P L 10.427 ,0.120[ 10.069 ,0.024[
[1(4,0,6) [1(0,6,1)
10.120,0.095] H N R 10.272,0.310[ 10.128,0.120[
[1(1,5,4) [1[3,1,5(

In the beginning, all agents apply the force, then
K is decreased linearly, and at the end, there will be
just one agent using force on the others. The constant
gravitational G=1 is computed using Eq 1. G value is
decreased with time to control the search
accuracy. The population [0] = ([0.131, 0.069], [4, O,
6,2,3,1,5],[1.0,0.163, 1.0, 0, 0.281]) is found from
the initial population. The velocity= [0.174, 0.096]
moving left (L). The candidate solution is ([0.131,
0.095], [0, 4, 5, 6, 1, 3, 2], [0.333, 0.168, 0.947, 0,
0.244]).
Both old and new finesses are computed using Eq.7,
where fitness,q = >.([1.0,0.163,1.0,0,0.281]) X
0.2 = 0.489, while fitness,ey =
¥([0.333,0.168,0.947,0,0.244]) x 0.2 =
0.338. After that, the delta is obtained by finding the
difference between old and new finesses; then, the
Delta value is -0.150, negative (N). Because the

probability (0,1) is less than the value of G, the
random so Prob.=L. That means alution is accepted
from whole space (except itself) = ,3],[0.12,0.128])
The same computational steps are ([.4,0,6,2,5,1
[1] applied on populationand population [2], the new
random solutions can be obtained and accepted as
([0.057, 0.047], [0, 2, ,0.131]) and [5 4 ,6 ,1 ,3
respectively. After four ,([2,3,1,6,5,4,0],[0.095
iterations, thethree best solutions are obtained (0, 5,
and 6), as shown in Table 4.
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Table 4. Summary of seven sentences.

Id Arabic Sentence

English Sentence

0 Sl ciie By clun T ) Lelaal 8 (o gulal) 2S5 o

8 Alle Ayl A1 e 5 ke 4l o sulal

5 5 lgiadlae s il 335 e 5l A SKIY1 sl i

bl Lie s (g Lgela il

6 s ity Al el ) sVl i 38 A8 jall S il (he el

Aailall de yud) g Aallad) A8a11 C0ld G guddall 3 3ga)

The word computer comes from arithmetic, and the
computer was defined as a high-precision arithmetic
machine

Electronic computers can store, process, or retrieve
data, and their speed is measured in megahertz
Many Iraqi companies have enriched the Iraqi
market with various types of computers with high
accuracy and speed

Results and Discussion

The EASC corpus (Essex Arabic Summaries
Corpus) was used to test the performance of the
proposed method. It is an Arabic natural language
resource. It contains 153 Arabic articles and 765
human-generated extractive summaries of articles.
The number of sentences in EASC equal 2360 and
the number of words equals 41493. EASC is publicly
available for advancing research on Arabic text
summarization. The summaries were generated
using Mechanical Turk. 0.ROUGE v2 ,In this paper

0.8
0.7
[ 0.6
| -
§ 0.5
@ 0.4
< 0.3
e 0.2
o 0.1
kS 0
a
TextRank SumBasic
m Recall 0.6233 0.6231
M Precision 0.3995 0.4002
Fl-measure 0.4766 0.4765
M Recall

M Precision

-was used to compute the effectiveness of auto
generatedries. ROUGE scores are reported summa
using three commonly used metrics(Precision,
Recall, and Fl-measure) compared with several
standard summarizers like Text Rank, SumBasic,

KLSum, and LSA methods. The experimental results
in Fig 2 show the Recall, Precision, and F1-measure
using the evaluation of ROUGE-1 with 68.04%,
58.49% and 60.05% respectively, and they are higher
than the TextRank, SumBasic,KLSum, and LSA.

KLSum pr‘;‘g’:ed
0.6191 0.622 0.6804
0.3972 0.3989 0.5849
0.4736 0.4757 0.6005
Metrics

Fl-measure

Figure 2. Performance evaluation of Rouge-1.

Likewise, all experimental results in Fig 3 show that
the Recall, Precision, and F1-measure using the
evaluation of ROUGE-2 was 60.95%, 52.07%, and

53.48% higher than the TextRank, SumBasic,
KLSum, and LSA.
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0.7
3] 0.6
S 0.5
wvy
9 0.4
S 0.3
= 0.2
o
= 0.1
[
a- 0
proposed
TextRank SumBasic KLSum GOA
M Recall 0.4992 0.4889 0.4879 0.4897 0.6095
M Precision 0.3162 0.315 0.3142 0.3149 0.5207
M Fl-measure 0.376 0.3738 0.3733 0.3743 0.5348
Metrics

M Recall ™ Precision ™ Fl-measure
Figure 3. Performance evaluation of Rouge-2.
Finally, all experimental results in Fig 4 show that ~ and 54.60% higher than the TextRank, SumBasic,

the Recall, Precision, and F1-measure using the KLSum, and LSA.
evaluation of ROUGE-SU4 was 61.33%, 53.39%,

0.7
0.6
@ 0.5
S 0.4
Q 0.3
é 0.2
E 0.1
b3} 0
e TextRank SumBasic KLSum proposed
e GOA
M Recall 0.5136 0.5102 0.5089 0.5117 0.6133
M Precision 0.3293 0.3286 0.3275 0.3283 0.5339
® Fl-measure 0.3918 0.3898 0.3891 0.3904 0.546
Metrics
M Recall ™ Precision ™ Fl-measure
Figure 4. Performance evaluation of Rouge-SU4.
The novelty in this paper is that the GOA is .improve the convergence speedThe algorithm will

augmented by an efficient search space look for promising solutions in advanced stages
structure based on a text similarity graph. This graph ~ during its search process and within a reasonable
structure has a significant role in feeding the  time.

proposed algorithm to find the optimal solutions and
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The proposed algorithm has an objective function
computed based on the significant features of the
sentences (such as the length, position, term
frequency, similarity degree, and named entity
recognition).

This GOA approach is compared with metaheuristic
approaches like GA, PSO' 2 and FF® 24 as
shown in Table 5. All these approaches were
evaluated on ESAC corpus, using ROUGE-1 and

ROUGE-2 metrics, except ROUGE-SU4 has been
used in this paper. Although all previous approaches
did not specify the average values of these metrics
based on the number of documents, our approach
,has scored higher Recall, Precision 1-using ROUGE
measure values than the values obtained by -and F1
the GA, PSO, and FF. At the sametime, ROUGE-2
scored a higher Recall value than the GA, PSO, and
FF values.

Table 5. Comparisons against other summarization approaches.

Fl-measures  Precision Recall ROGUE Approach
0.5476 0.5658 0.5713 ROUGE-1 GA
0.4465 0.4597 0.4710 ROUGE-2 GA
0.5532 0.5882 0.5444 ROUGE-1 PSO
0.4538 0.4814 0.4483 ROUGE-2 PSO
0.5732 0.5732 0.6014 ROUGE-1 FF
0.6005 0.5849 0.6804 ROUGE-1 GOA
0.5348 0.5207 0.6095 ROUGE-2 GOA
0.5461 0.5339 0.6133 ROUGE-SU4 GOA

In this work, the experimental tests of GOA
approach have an explicit superiority over the other
approaches. GOA approach has a few parameters.
All calculated by their own equations, Eqs (1-8). The
best maximum iteration is 100 and the population
size Pg;,. IS computed as parentage of the original
data size using the following Equation:

. Datag;
Pgize = int(round (%) * Percentage
9

Conclusion

This paper proposes a new method combining
NLP and a metaheuristic approach to summarize
Avrabic text with single documents. Three phases are
applied in text summarization: text preprocessing,
building a similarity graph, and GOA. The
experimental results are compared with several
standard summarizers and metaheuristic approaches.
The proposed approach has higher metrics values
than standard summarizers (TextRank, SumBasic,
KLSum, and LSA) or metaheuristics (GA, PSO, and
FF). In addition, a summarization environment has
been successfully used with a discrete item space
dropped on continuous item space by using GOA
after reinforcing it with a constructed neighborhood
area based on a text similarity graph. This graph
structure has a significant role in feeding the
proposed algorithm to find the optimal solutions and

The percentage used in this work is 30%.

The main limitation of the proposed method,
although it is superior to other methods, is that its
results are still affected by the ambiguity present in
the Arabic words. The so-called Arabic Word Sense
Disambiguation (WSD) is not yet complete and
available, and the inclusion of an available Arabic
WSD has an uncertain resultant and more time-
consuming outcome. The process of optimizing the
Arabic WSD remains a major challenge in the
literature.

improve the convergence speed. The algorithm
looked for promising solutions in advanced stages
during its search process and within a reasonable
.periodproposed algorithm, the graph struc In theture
and the GOA algorithm style make the advantage to
reaching fruitful areas (promise sentences)
were statistically forbidden because of inaccurate
similarity calculations for unperfect Arabic
features. proposed system achieves a Although, the
real challenge to address the bias resulting from the
unperfect features obtained from unperfect Arabic
preprocessing tools.However, there is still no

perfect Arabic stemmer, no perfect word sense
ct Arabic semantic disambiguation, and no perfe
analysis. The ROUGE evaluation metrics reveal that
the proposed GOA-based method is superior to the
other standard methods in accuracy and less
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computational  effort. Because of a few
abstractive models available in the Arabic language.
Future work should try to optimize the abstractive
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