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Introduction 

Passport control is a critical process at Airport 1, 
which verifies the identity of passengers and ensures 
that they are authorized to enter or leave the country. 
However, traditional passport control processes can 
be slow and prone to human error 2, which can lead 
to delays and additional costs for airports. The use of 
real-time machine learning (ML) 3 to optimize 
passport control processes can improve airport 
efficiency and security 4. With the increase in the 
number of travellers, airports are increasingly facing 
challenges to manage passenger flows efficiently and 
securely5. 

The passport control process is a set of steps and 
procedures that verify the identity and validity of 

passenger’s identity documents prior to boarding. It 
may include the following steps: first, identity 
document verification where passport control 
officers verify that the passenger's identity 
documents are valid and belong to the person 
presenting the documents. Second, identity 
verification in which passport control officers can 
use facial recognition algorithms verifies the identity 
of passengers by comparing their photo on the ID 
document with their actual face. Third is data 
verification, which is used to verify the information 
entered by passport control officers. Fourthly, the 
security checks and finally the boarding. 
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Machine getting to know is a subfield of 
synthetic intelligence that involves developing 
models and algorithms such can learn from data and 
perform tasks without being explicitly programmed. 
There are different types of ML, such as supervised 
learning 6 unsupervised and reinforced 7. 

The history of ML dates back to the 1950s, 
when researchers in artificial intelligence began 
exploring methods for computers to learn 
autonomously. The first important work in this area 
was done by researchers like Arthur Samuel 7 and 
Herbert Simon 8 who developed computer programs 
that could play checkers and learn from their own 
mistakes. 

During the 1960s and 1970s, significant work 
was done on supervised learning methods, such as 
neural networks 9 and regression algorithms 10. These 
methods have been used to solve character 
recognition and computer vision tasks 11,12. 

During the 1980s and 1990s, advances were 
made in areas such as unsupervised learning, 
reinforcement learning, and online learning systems. 
These advances have led to the development of more 
efficient and flexible machine learning systems. 

With the advent of DL and RL, ML has boomed 
in recent years, solving complex problems in speech 
recognition, vision, machine translation, and video 
games. Today, machine learning is used in many 
fields, including finance, healthcare, robotics, social 

networks, autonomous vehicles, and scientific 
research. 

The objective of this study is to demonstrate the 
potential of the Region-based Convolutional Neural 
Network (R-CNN) approach in enhancing the 
efficiency and security of passport control 
procedures at airports. The investigation will focus 
on addressing common issues faced during passport 
control, including lengthy queues, errors in data 
entry, and manual authentication of identification 
documents. The advantages of utilizing real-time 
machine learning to tackle these problems will also 
be highlighted, such as reducing human errors, 
increasing accuracy, and enhancing the overall 
efficiency of the process. Furthermore, the study will 
present the outcomes of a specific case study and 
evaluate the feasibility of implementing R-CNN in 
airports in real time.  

In the rest of this paper, in section 2, the current 
state of passport control technology at airports and 
the common problems encountered will be explored. 
Section 3 presents an innovative approach based on 
the R-CNN method to solve these problems. Section 
4 presents a case study on the use of the new 
approach to optimize passport control processes at a 
specific airport. In section 5, the results obtained and 
the analysis of the improvements brought by the use 
of R-CNN will be presented, before concluding in 
the last section. 

 

Materials and Methods 

Description of the current state of 

passport control technology at airports 

and the common problems encountered. 

The problem of this study 

The current state of passport control technology 
at airports is primarily based on manual processes 13. 
Passport control officers manually verify passenger 
identity documents, comparing document 
information with data in the airport's computer 
system. However, this method can be slow and prone 
to human error, as agents may have difficulty reading 
the document information or comparing it correctly 
with the computer data. 

One of the common problems encountered in 
passport control processes is long queues. When 
passport control processes are slow, passengers may 
be forced to wait for long periods of time before they 
can pass through the control. This can cause 
significant delays for passengers and flights, and can 
also result in additional costs for airports. 

Data entry errors are also a common problem in 
passport control processes. Passport control officers 

can make errors when entering passenger 
identification document information into the airport's 
computer system. These errors can result in 
additional delays for passengers and additional costs 
for airports. 

Manual verification of identity documents is 
also a common problem. Passport control officers 
may have difficulty verifying the validity of 
passengers' identity documents, which can lead to 
additional errors and delays for passengers and 
airports. 

Traditional passport control processes are often 
slow, prone to human error, and can cause delays and 
additional costs for airports and passengers. It is 
therefore important to find solutions to improve these 
processes to ensure a smooth and secure travel 
experience for all. 

Some of the recent methods used for passport 
control at airports include the use of passport 
scanners, facial recognition cameras, biometric 
technologies such as iris and fingerprint 
recognition14, as well as artificial intelligence (AI) 
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based identity control systems15
. These methods 

allow for quick and accurate identification of 
travellers, thus improving the efficiency and security 
of passport control processes. Facial recognition 
technologies are particularly useful because they can 
identify travellers without removing their masks, 
which is especially important in the context of the 
COVID-19 pandemic. 

 

Machine learning and existing methods for 

object detection in images 
 

Real-time ML 16 is a technique for 
implementing machine learning models to perform 
tasks in real time, i.e., by responding to prompts in a 
fast and efficient manner. This can be accomplished 
by using ML algorithms that can run quickly on data 
being acquired, or by using real-time architectures to 
process data continuously17. 

There are several use cases for real-time ML, 
such as speech recognition, facial recognition, 
motion detection, health monitoring, industrial 
process control, and autonomous vehicle driving. 

There are challenges to implementing real-time 
machine learning systems, such as the need to 
process a large amount of data in real time, the need 
to handle inconsistencies and time errors in the input 
data, and the need to ensure data reliability and 
security. 

There are several techniques for implementing 
real-time machine learning systems, such as using 
distributed machine learning models the use of edge 
computing AI architectures the use of parallel 
processing neural networks and the use of low-
latency machine learning models 18. 

Object detection in images is an active research 
area. There are several methods for object detection 
in images, each with its advantages and 
disadvantages. Traditional methods such as local 
descriptors like HOGs and texture features19, as well 
as support vector machines (SVMs)20, have been 
widely used for object detection. However, these 
methods have limited performance for object 

detection under varying lighting conditions, different 
object orientations or occlusions. CNNs21 have been 
an important breakthrough in object detection in 
computer vision, as they can automatically learn the 
relevant features of objects in images, making them 
more efficient than traditional methods. CNNs were 
then extended to approaches such as Mask R-CNN, 
YOLOv5, EfficientDet22 and SSD23 for real-time 
object detection, which have even better 
performance. Vehicular Ad Hoc Network (VANET) 
is a subset of the broader Internet of Things (IoT) 
system and is considered a key area of research in 
intelligent transport technologies. It is also seen as a 
key technology for future autonomous cars, as 
vehicles need to be able to communicate with each 
other to operate autonomously and safely. VANET 
has the potential to improve road safety, traffic 
management, driver navigation and reduce 
greenhouse gas emissions by enabling vehicles to 
make more informed and efficient decisions. The use 
of VANET systems24-27 can potentially contribute to 
improving the efficiency and security of passport 
control processes at airports by allowing passengers 
to communicate in real time with airport authorities. 
 

 IATA airport quality standards. 
The International Air Transport Association 

(IATA) Airport Quality Standards28 are a set of 
criteria and standards that define the quality of 
services offered by airports worldwide, as presented 
in Tables 1, 2. They are designed to ensure a safe, 
efficient and comfortable travel experience for 
passengers, as well as sustainable and 
environmentally friendly management. IATA 
standards are regularly updated to reflect the latest 
trends and developments in the airline industry, and 
are recognised as an international benchmark for 
airport service quality. Airports can be assessed and 
ranked according to their level of compliance with 
IATA quality standards, which cover aspects such as 
security, efficiency, passenger comfort, cleanliness, 
environmental management and more. 

 

Table 1. I.A.T.A Level of Service Standards Specified for Airports. 
 

L.O.S FLOWS DELAYS CONFORT 

A - magnificent Free N/A Excellent 

B - High Constant  Very low high 

C - Good Constant Acceptable Good 

D - Sufficient inconsistent Fair Sufficient 

E - deficient inconsistent Not suitable deficient 

F - Not suitable System failure System failure Not suitable 

* Airport management sets the level of service. 

**Minimum acceptable service levels for Diversion Time and Congestion Time are Level C and Level D. 
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Table 2. IATA LOS in square meters. 
Zone A B C D E 

W/C 02.70 02.30 01.90 01.50 01.00 

B. Claim 02.00 01.80 01.60 01.40 01.20 

Check-in 01.80 01.60 01.40 01.20 01.00 

H. room/inspection 01.40 01.20 01.00 0.80 0.60 

 

IATA airport quality standards also cover the 
passport control area. In this area, the standards focus 
mainly on the quality and efficiency of the passport 
control processes for passengers. IATA standards 
require airports to provide adequate facilities for 

passport control, such as queues long enough to 
accommodate large numbers of passengers, modern 
and efficient screening equipment, and trained and 
qualified staff to process passengers' travel 
documents as shown in Table 3 below. 

 

Table 3. IATA LOS in registration area 
 Carts bags m2/ Traveler 

a b c d e 

1.20 m little 01.70 01.40 01.20 01.10 00.90 

high 01.80 01.50 01.30 01.20 01.10 

1.40 m little 02.30 01.90 01.70 01.60 01.50 

high 02.60 02.30 02.00 01.90 01.80 

 

In addition, IATA standards also encourage 
airports to implement innovative solutions to 
improve the efficiency and security of passport 
control processes, such as the use of advanced 
technologies like facial recognition systems or 
information technology to improve queue 
management and reduce passenger waiting times. By 
meeting these IATA airport quality standards in the 
passport control area, airports can improve the 
passenger experience and enhance their reputation 
for providing superior service while ensuring the 
safety and security of travellers. 

 

Presentation of the R-CNN based 

approach to solve passport control 

problems at airports 
The real-time machine learning approach to 

solving passport control problems at airports is to use 
AI algorithms to automate and optimize passport 
control processes. ML algorithms can be used to 
automate the verification of passenger identity 
document information. In this paper, R-CNN17 will 
be utilized for character recognition in order to 
automatically read ID document information and 
cross-check it with data stored in the airport's 
computer system. 

 

 Convolutional neural network  
CNN as in 29 are a type of neural network used 

for image recognition, character recognition, speech 
recognition, and other computer vision related tasks. 

CNNs are widely used in facial recognition due to 
their ability to capture complex features in images. 

CNNs 30 are based on layers of neurons arranged 
in a pyramid-like architecture, where the upper layers 
are connected to the lower layers. Each layer consists 
of several filters that are applied to subparts of the 
input image. The filters are used to extract features 
such as contours, textures and shapes in the image an 
example shown in Fig 1. 

 

 
Figure 1. Typical structure of an RBF 

neural network. 

CNNs also use pooling layers which lessen the 
dimensionality of the data by pooling information 
from multiple neurons in the previous layer. This 
allows us to capture more global features in the 
image as in Fig 2. 
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Figure 2. Pooling and maximum pooling 

for CNNs. 

CNNs are trained on training data to learn to 
recognize objects or characters in images. Once 
trained, the model can be used to classify new images 
or to extract features in images. 

The overall architecture of CNN30 as in Fig. 3 
generally consists of several layers, including (1) 
Input layer: This is network’s first layer, where the 
input image is fed into the network. (2) 
Convolutional layers (CLs): These layers are 
responsible for extracting features from the input 
image. They usually consist of a set of filters, which 
are applied to small regions of the input image to 
produce feature maps. These characteristic maps are 
then used as entries for the following layer. (3) 
Pooling layers: These layers are used to reduce the 
dimensionality of the feature maps produced by the 
CLs. They typically involve applying a pooling 
operation, such as maximum pooling, to groups of 
adjacent neurons in the feature maps. (4) Fully 
connected layers: These layers are used to combine 
the features extracted by the convolutional and 
pooling layers to classify the input image. They 
usually consist of a set of neurons, each of which is 
connected to all neurons in the previous layer. (5) 
The output layer: This is the final layer of the 
network, where the output of the network is 
produced. The output can be a probability of each 
class, or some other form of output depending on the 
task. 

 

 
Figure 3. A simple CNN architecture, 

composed of only five layers 

It is important to note that the architecture of a 
CNN can vary depending on the task and the data set 
31.  Some architectures are shallower, while others 
are deeper and have more layers. In addition, specific 
architecture can have a significant impact on network 
performance, so it is important to experiment with 
different architectures and choose the one that works 
best for a particular task. 

A convolutional layer is a type of layer 
commonly used in CNNs for image recognition tasks 
as presented in Fig 4. The main objective of this CL 
is to extract features from the input image by 
applying a set of filters to small regions of the input 
image. 

 

 
Figure 4. Visual representation of a 

convolutional layer. 

 
The operation in a convolutional layer is called 

convolution 32, a mathematical operation that applies 
a filter (also called a kernel or weight matrix) to a 
small region of the input image called the receptive 
field. The filter is moved across the input image, with 
each position producing a new feature map. 

The number of filters used in a convolutional 
layer is a hyperparameter that can be adjusted. Each 
filter is learned during the training process, and each 
filter is responsible for detecting a specific feature.  
For example, some filters can detect edges, while 
others can detect textures. 

A convolutional layer may also include a bias 
term 33, which is added to each feature map element 
after convolution. After the convolution operation, 
the output is passed through an activation function, 
such as Re LU, to introduce nonlinearity into the 
model. The output of the convolutional layer is a set 
of feature maps that are passed to the next layer for 
additional feature extraction. 

It is important to note that the filter size and step 
size used during the convolutional operation can also 
be adjusted as a hyper parameter, which can affect 
the size of the feature maps and the number of 
parameters in the model.  The spatial dimensionality 
of the output of the convolutional layers will be 
altered. The calculation for this can be determined by 
utilizing the following formula: 

 

(𝑉 − 𝑅) + 2𝑍

𝑆 + 1
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A pooling layer is a type of layer generally used 
for image recognition tasks CNN34. The main desire 
of pooling layers is to diminish the size of feature 
maps composed by convolutional layers, making the 
character representation extra robust to small 
transformations of the input image. The most 
common genre of pooling is max pooling, which 
selects the maximum value of a small region of the 
feature map. Other types of pooling are average 
pooling, which computes the average value of the 
region, and L2-norm pooling, which computes the 
square root of the sum of squares of the region 
values. A pooling layer takes the feature map from 
the previous layer and applies the pooling operation 
to a small region of the feature map. Pooling 
operations are typically performed using a fixed size 
window such as: B. Apply 2 x 2 or 3 x 3 and steps. 
Step controls the step size of the window when 
sliding over the feature map. Grouping operations 
reduce the spatial dimensionality of feature maps, 
reducing the number of parameters in the model and 
the computational cost. It also makes the model more 
robust to small transformations of the input image. 

It is important to note that the amount of the 
pooling window and the steps used during the 
pooling process are also tuneable as 
hyperparameters35. This can affect the size of feature 
maps and the total of parameters in the model. 
Additionally, the pooling operation can be tested 
multiple times to extract more abstract features and 
make the model more robust to translations and 
rotations. 

The main purpose of an absolutely linked layer 
is to combine features extracted from previous 
convolutional and pooling layers to classify an input 
image or generate an output. An entirely linked layer 
consists of a set of neurons, each neuron linked to 
every neuron in the previous layer. This means that 
each neuron in a fully linked layer takes all elements 
of the previous layer as input. Each of these neurons 
has weights that are learned during movement. The 
output of an absolutely linked layer is generated by 
multiplying the input by each neuron's weight and 
then performing a weighted sum on each neuron. 
Activation functions such as Re LU and sigmoid are 
commonly used to introduce nonlinearity into the 
model. 
 

Region-based Convolutional Neural Network 
 

R-CNN is an image recognition technology 
used to catch and arrange objects in images. First 
introduced in 2013, it has been prosperously used for 
various image recognition businesses such as object 

recognition, face recognition, and character 
recognition. 

R-CNN needs a composite of image processing, 
pattern recognition, and neural network techniques to 
detect and classify objects in images. Use neural 
networks to extract countenance from images and 
use those features to find and classify objects in 
images. It was used to detect specific objects in 
images. Categorize images into different categories, 
such as vehicles, animals, and people. Photos of cats, 
dogs, and cows. It is used in video surveillance, facial 
recognition, and license plate recognition 
applications. 
R-CNN steps as shown in Fig 5 are as follows: 

 Image pre-processing: Images are resized and 
normalized to fit the neural network inputs. 

 Feature extraction: Image features are 
extracted using convolution filters, pooling 
layers and normalization layers. 

 Proposed Region Generation: Proposed 
regions are generated using pattern detection 
algorithms such as Selective Search to identify 
possible regions containing objects in the 
image. 

 Feature extraction for each proposed region: 
The features of each proposed region are 
extracted using the same convolution filters, 
pooling layers and normalization layers used 
for the whole image. 

 Classification: The extracted countenance is 
used to arrange the proposed regions into 
different object categories using SVM 
classifiers or neural networks. 

 Prediction: The proposed regions are then 
labelled and classified using the classification 
results. 

 Weight adjustment: Adjust the neural network 
weights using backpropagation to minimize 
the prediction error. 

 
Figure 5. The Region-based convolutional neural 

network R-CNN stages 
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Proposed approach: Detection of objects in 
passports using R-CNN 

Our proposed approach for passport detection 
utilizes an object detection model R-CNN and a 
CNN-based image segmentation system. This 
approach enables accurate and rapid object detection, 
along with improved identification and localization 
of regions of interest, thereby minimizing noise and 
false positives. A UML class diagram was created to 
develop a modular and flexible architecture that can 
effectively manage the various steps involved in 
passport detection, as shown in Fig 6 below. The 
main class, Passport Detection System, oversees the 
entire passport detection process and employs the 
learning, testing, and detection methods of the R-
CNN model. The Image Preprocessor class handles 
the pre-processing of images to make them 
compatible with the model, while the Passport Image 
class represents the passport images. 

 

 
Figure 6.  Class Diagram for Passport Detection 

System and Related Classes. 

Algorithm 1. below describes the process of 
detecting passport objects using R-CNN and 
integrating the model into the passport control 
system at airports. The first step is to collect a large 
set of passport images from different sources and 
formats. The images are pre-processed by resizing, 
normalising and converting them into a format 
compatible with the R-CNN. 

 
 

 

Algorithm 1. Passport Object Detection using R-CNN 

Require: A dataset of passport images 

Ensure: R-CNN model trained for passport object detection, integrated into the passport control system at airports    

1: Collect a large dataset of passport images from different sources and formats. 

2: Pre-process the images by resizing, normalising and converting to R-CNN compatible format. 

3: Divide the pre-processed dataset into training and test sets. 

4: Train an R-CNN model on the pre-processed training data set for passport object detection. 

5: Evaluate the accuracy of the trained model on the test data set. 

6: if the accuracy of the model is not satisfactory then 

7: Continue to train and refine the R-CNN model with new data to improve detection performance. 

8: end if 

9: Integrate the trained R-CNN model into the passport control system at airports. 

10: Collect real-time data from passport control cameras at airports. 

11: Apply the R-CNN model in real time for the detection of passport objects in the collected images. 

12: Display real-time detection results for verification by the passport control officer. 

13: Collect real-time performance data to evaluate the accuracy and speed of detection. 

14: if performance is unsatisfactory then 

15: Continue to train and refine the R-CNN model with new data to improve detection performance. 

16: end if 

17: Repeat steps 8 to 12 until detection accuracy and speed are satisfactory. 

18: Output: R-CNN model trained for passport object detection, integrated into the passport control system at 

airports. 

 

 

https://doi.org/10.21123/bsj.2023.8546


 

Page | 531  

2024, 21(2): 0524-0536 

https://doi.org/10.21123/bsj.2023.8546  

P-ISSN: 2078-8665 - E-ISSN: 2411-7986 
 

Baghdad Science Journal 

The pre-processed dataset is then divided into 
training and test sets. An R-CNN model is trained on 
the pre-processed training dataset for passport object 
detection, and the accuracy of the trained model is 
evaluated on the test dataset. If the accuracy is not 
satisfactory, the model is refined with new data. 
When the accuracy of the model is satisfactory, it is 
integrated into the passport control system at 
airports. Real-time data from passport control 
cameras are collected and the R-CNN model is 
applied in real-time for the detection of passport 
objects in the collected images. 

Real-time detection results are displayed for 
verification by the passport control officer, and real-
time performance data is collected to assess the 
accuracy and speed of detection. If the performance 
is not satisfactory, the model is refined with new data 
to improve the detection performance. The process 
of collecting real-time data, applying the R-CNN 
model and evaluating the performance is repeated 
until the accuracy and speed of detection are 
satisfactory. The result of the algorithm is an R-CNN 
model trained for object detection in passports, 
integrated into the passport control system at 
airports. 
 
Evaluation of a Faster R-CNN model 

There are some metrics you can use to assess the 
performance of a Faster R -CNN model, including: 

 Global Average Accuracy (m AP) : This metric 

measures the average precision of the model 

for all object classes. It is calculated by taking 

the average of the precision -recall curve for 

each class. 

 Average Accuracy (AA): This metric measures 

the accuracy of the model for different recall 

values. 

 False Positive Rate (FPR): This metric 

measures the number of times the model 

detected an object where  none was actually 

present. 

 Detection Rate ( DR): This metric measures the 

percentage of real objects that were detected by 

the model. 

 F-measure: This metric is a compromise 

between TDR and precision. It is calculated 

using the formulas  for accuracy and TDR. 

 It is important to note that these metrics may 

vary depending on the specific object detection 

task and  the database  used for training and 

testing. It may be necessary to use multiple 

metrics to fully assess model execution. 

Case study: using the R-CNN based 

approach to optimize passport control 

processes at a specific airport 
In the case study, a novel R-CNN model 

architecture will be utilized for character recognition, 

with the MNIST database being used. The 

implementation of this R-CNN model will be carried 

out using the Python programming language due to 

its popularity, simple syntax, active community, and 

availability of numerous tools and libraries for 

machine learning. The MNIST database will be used 

for training and evaluating the model's performance, 

and optimization techniques will be employed to 

enhance its overall performance. The system was 

developed using an HP laptop with the following 

specifications: processor - Intel(R) Core(TM) i7-

4600M CPU with Clock Speed: 2.90 GHz, Memory 

Capacity (RAM) - 16.0 GB, and Hard Drive Capacity 

- 500 GB. Various libraries such as Tensorflow, 

Keras, Numpy were chosen for the development of 

the system. 

 The MINIST database. 

MNIST (Modified National Institute of 
Standards and Technology database) 36,37 is a popular 
database that contains images of digitized 
handwritten figures. It was created in 1998 by Yann 
Lecun, Corinna Cortes and Christopher Burges to 
train character recognition algorithms. It has become 
a reference for handwritten digit recognition 
algorithms. The MNIST database contains 60,000 
images for training and 10,000 images for testing. 
Each of the images has a resolution of 28x28 pixels 
and is in black and white. The images were digitized 
from actual handwritten digits, making the MNIST 
database very close to reality. It is widely used to 
evaluate the performance of character recognition 
algorithms, that's why it is considered a reference for 
handwritten digit recognition algorithms. 

Data pre-processing. 

Data pre-processing is one of the key steps in 
implementing an R-CNN model for character 
recognition. The data in the MNIST database must 
be pre-processed to fit the inputs of the R-CNN 
model. Common data pre-processing steps include: 

 Image Resizing: The MNIST database images 

have a resolution of 28x28 pixels, but may 

need to be resized to fit the R-CNN model 

entries. 

 Data normalization: Data is normalized to be 
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within a certain range of values. This can 

include converting images to grayscale and 

normalizing pixel values to be between 0 and 

1 . 

 Converting images to an R-CNN compatible 

format: Images must be converted to an R-

CNN compatible format such as a numpy 

array or tensor to be used for training. 

 Separation of training and test data: The data 

is separated into two sets, a training set and a 

test set. The training set is used to train the 

model, while the test set is used to evaluate the 

performance of the model. 

 In sum, data preprocessing is a crucial step  to  

fit  the  MNIST database data for  the  R-CNN 

model inputs  and for training and evaluating 

the model. 
 

Model construction and fitting 

Model building and fitting are important steps 
in implementing an R-CNN model for character 
recognition. Common steps to build and fit the model 
include: 

 Definition of the model structure: The 

structure of the R-CNN model is defined 

using Python libraries for machine learning 

such as Tensor Flow or PyTorch. It is 

important to define the convolution, pooling, 

normalization and classification layers for 

the model. 

 Weight initialization: The model weights are 

initialized before training. There are several 

common  techniques for initializing weights, 

such as random initialization or initialization 

with  pre-calculated values. 

 Model compilation: The model is compiled 

by defining the training parameters such as 

the cost function, the optimizer and the 

evaluation metrics. 

 Model training: The model is  trained using 

data from the MNIST database. The model 

weights are adjusted to minimize the 

prediction error. 

 Save model: The trained model is saved so 

that it can be used for real-time character 

recognition. 

 

Results and Discussion 

Results and analysis: presentation of the results 

obtained and analysis of the improvements 

brought about by the use of the R-CNN based 

approach in real time. 
Four distinct machine learning models have 

been implemented, R-CNN38, MLP39 CNN and 
RNN40. These models were trained and tested on 4 
different subsets of the MNIST Dataset. Several tests 
were done in order to obtain the right Hyper-
parameters for each model. These parameters cannot 
be adjusted during the training phase, yet they have 
a great impact on the performance of the models 
during training. They include variables that 
determine the structure of the network (No. of 
neurons, No. of layers, activation function,), the 
batch size and the number of iterations ...etc. The 
experimentation was done on the MNIST subset. The 
training data was divided into 2: 80% for learning 

and 20% for evaluation. The training does not take 
much time; the models were trained from 15 to 20 
epochs. For validation, the R-CNN model was 
compared to the traditional neural network model 
(MLP), which is a simple model formed of fully 
connected layers. Then, it was compared to CNN and 
finally to the recurrent neural network model (RNN). 
Precision, recall, and F-score metrics were used for 
this comparison. 

 

Table 4. The results obtained by our R-CNN model 

with the MLP, CNN and RNN reference models. 

Method accuracy recall f-score 

R-CNN 0. 94 0. 91 0. 90 

MLP 0. 77 0. 56 0. 62 

CNN 0. 78 0. 65 0. 69 

RNN 0. 90 0. 89 0. 88 
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Figure 7. The representation of the results obtained 

by our R-CNN model with the other models. 

 

The different approaches obtained very good 
accuracies 94 % for R-CNN, 77 % for MLP, 78 % 
for CNN and 90 % for RNN, as presented in Table 4 
and Fig 7 above. 

The comparison between R-CNN and MLP in 
terms of precision, recall and F1 -score is presented 
in the following Table 5 and Fig 8: 

 
 

 

 

Table 5. Results obtained by our R-CNN model as a function of the number of iterations. 
Number of iterations Accuracy Reminder F-score 
0 0. 67 0. 16 0. 27 
20  0. 68 0. 65 0. 61 
30  0. 71 0. 66 0. 68 
40  0. 72 0. 68 0. 69 
50  0. 75 0. 70 0. 70 
100  0. 80 0. 75 0. 74 
200  0. 90 0. 81 0. 79 
300  0. 91 0. 82 0. 79 

 

Accuracy measures the percentage of correct 
predictions over the total number of predictions. R-
CNN is more accurate than MLP because it can 
capture spatial and temporal features of images. The 
ratio of true positives to the entire number of correct 
positives and false negatives for recall was also 
measured. Also, R-CNN has a higher recognition 
value than MLP. Finally, the F1-score is a weighted 
ordinary of precision and recall. Both precision and 
recall are considered to evaluate model performance. 
Also, R-CNN has a higher F1-score than MLP. 

In sum, an R-CNN always outperforms an MLP 
for handwritten digit recognition using the MNIST 
database because of its ability to capture spatial and 
temporal features in images. Indeed, R-CNN is 
designed to capture specific features in images. 

Similarly, R-CNN has very high values in terms 
of precision, recall and F1-score compared to the 
other two models RNN and CNN, as it is able to 
select the most relevant features for character 
recognition. 

When it comes to data security, there are several 
aspects to consider. First, the collection of sensitive 
personal data such as passport images can pose a risk 
of a privacy breach. Therefore, it is important to 
implement security measures to protect the data 
collected, such as encrypting the data and 
implementing strict security policies. In addition, the 
integration of the R-CNN model into the passport 
control system may also present security risks, such 
as security vulnerabilities in the software or man-in-

the-middle attacks to intercept data in transit. In 
terms of physical security, it is important to ensure 
that passport control cameras are well protected 
against vandalism or sabotage attempts. In addition, 
it is important to have security protocols in place to 
ensure that only authorized individuals have access 
to the images captured by passport control cameras. 

 

 
Figure 8. The representation of the results 

obtained by our R-CNN model as a function of the 

number of iterations. 

 
Additionally, a comparison was made between 

our approach and a second method, "Passport Object 
Detection using YOLOv3". This approach uses 
another object detection algorithm called YOLOv3 
to detect passports in images. YOLOv3 uses a deep 
convolutional neural network architecture that is 
designed to be faster and more accurate than other 
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object detection approaches. Experimental results 
showed that this approach is faster than the Passport 
Object Detection using R-CNN approach, but it is 
less accurate for small object detection. 

Both approaches have advantages and 
disadvantages in terms of object detection speed and 
accuracy. "Passport Object Detection using 
YOLOv3" is faster than the "Passport Object 
Detection using R-CNN" approach, while the latter 
is more accurate than the YOLOv3-based one. The 

choice of which object detection method to use 
therefore depends on the specific requirements of the 
passport control system. 

In sum, R-CNN performs better than other 
models for character recognition because it is able to 
select the most relevant features for character 
recognition. However, it is important to note that this 
will depend on the data used to train and evaluate the 
models. Therefore, it is important to test them on 
various data to get accurate results. 

 

Conclusion 

The use of real-time (R-CNN) to optimize 
passport control processes at airports can 
significantly improve the efficiency and security of 
passport control processes. AI algorithms such as 
character recognition, facial recognition, predictive 
algorithms and automatic data processing can be 
used to automate and optimize passport control 
processes. The results show significant reductions in 
identification errors, delays and additional costs. In 

terms of the outlook for implementing real-time 
machine learning at airports, it is important to note 
that this is an evolving field and that new AI 
algorithms and technologies will continue to be 
developed to further improve passport control 
processes. Airports should continue to explore these 
new technologies to improve the travel experience 
and security of passengers. 
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تحسين كفاءة وأمن عمليات مراقبة جوازات السفر في المطارات باستخدام نموذج الكشف عن 

 R-CNNالأجسام 

 بويخالن بلعيد ، نبيل حمينة ،ياسين دباشين، الحسين اعصام

التخصصات ، بني ملال ، جامعة السلطان ( ، قسم الرياضيات وعلوم الكمبيوتر ، كلية متعددة LIMATIالابتكارللرياضيات وتكنولوجيا المعلومات ) مختبر

 .مولاي سليمان ، المغرب

 

 ةالخلاص

 ايمكن أن يؤدي استخدام التعلم الآلي في الوقت الفعلي لتحسين إجراءات مراقبة جوازات السفر في المطار إلى تحسين كفاءة العملية وأمانه

بشكل كبير. لأتمتة هذه الإجراءات وتحسينها ، يمكن تنفيذ خوارزميات الذكاء الاصطناعي مثل التعرف على الأحرف والتعرف على الوجه 

للكشف عن الأشياء لاكتشاف  R-CNNميات التنبؤية والمعالجة التلقائية للبيانات. تتمثل الطريقة المقترحة في استخدام نموذج والخوارز

أجسام جواز السفر في الصور في الوقت الفعلي التي تم جمعها بواسطة كاميرات مراقبة الجوازات. تصف هذه المقالة العملية خطوة بخطوة 

ودمجه في نظام مراقبة جوازات السفر وتقييم دقته  R-CNNلتي تشمل المعالجة المسبقة والتدريب واختبار نموذج للنهج المقترح ، وا

تدفقات الركاب في المطارات الدولية. وقد أظهر تطبيق هذه الطريقة أداءً فائقاً مقارنة بالطرق السابقة سرعة الإدارة الفعالة لـو وموثوقيته

 تأخيرات والتكاليف المرتبطة بها.من حيث تقليل الأخطاء وال

 مطار.، كفاءة، مراقبة جوازات السفر،  R-CNN، تنبؤ، الأشخاصتعرف على  أمن، : المفتاحيةكلمات ال

https://doi.org/10.21123/bsj.2023.8546
https://doi.org/10.3390/ijerph192315618
https://doi.org/10.21123/bsj.2021.18.4.1317
https://bsj.uobaghdad.edu.iq/index.php/BSJ/article/view/6310
https://bsj.uobaghdad.edu.iq/index.php/BSJ/article/view/6310
https://doi.org/10.21123/bsj.2022.6550
https://doi.org/10.21123/bsj.2021.18.2(Suppl.).0925
https://doi.org/10.21123/bsj.2022.6117
https://doi.org/10.21123/bsj.2018.15.4
https://doi.org/10.21123/bsj.2008.5.3.460-471
https://doi.org/10.21123/bsj.2008.5.3.460-471
http://arxiv.org/abs/1805.09190
http://arxiv.org/abs/1906.02337
https://doi.org/10.1007/978-981-15-3506-7_56
https://doi.org/%2010.1109/ACCESS.2020.3033998
https://doi.org/%2010.1109/ACCESS.2020.3033998
https://www.sciencedirect.com/science/article/pii/S0167278919305974
https://www.sciencedirect.com/science/article/pii/S0167278919305974

