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Introduction 

Through models such as Hidden Markov Model 

(HMM) and Conditional Random Field (CRF), the 

goal of part-of-speech (PoS) tagging is to find the 

most appropriate PoS for all words in the sentence
‎1-

‎3
. With the development of artificial intelligence 

technology, the deep learning (DL) models 

represented by Long Short-Term Memory (LSTM) 

have been gradually used to solve PoS tagging 

problems
‎4
. Due to several reasons, including 

remoteness in ethnic minority areas, the process of 

language informatization is slow, resulting in the 

scarcity of their corpus resources. Some low-

resource language PoS tagging solutions are 

proposed to address the large number of unknown 

words caused by the scarcity of corpus resources. 

The approach combines morpheme embeddings, 

hierarchical Brown clusters, and BiLSTM and 

selects training data using cross-lingual annotation 

projection
‎5
. Magistry et al. used delexicalization 

and word transformation strategies to calculate the 

similarity between the target language and a 

language with richer corpus resources
‎6
. Li et al. 

used a mixed Chinese and square Hmong corpus to 

train the HMM
‎7
. Because of the significant 

difference in the data between Chinese and square 

Hmong languages, the model trained in this way 
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tends to rely more on Chinese grammar to tag 

sentences, which may result in incorrect PoS 

tagging of square Hmong words. The basic idea of 

the above methods is to use the richer corpus 

resources language to assist in the PoS tagging of a 

scarce corpus resources language. However, this 

approach may lead to semantic mis-understanding
‎8
.  

As a population-based optimization algorithm, 

Harmony Search (HS) mimics the process of 

musicians searching for the optimal melody to find 

the optimal value of the objective function
‎9
. To 

address the shortcomings of the basic HS algorithm, 

which tends to get trapped in local optima, has 

strong randomness in global search, and does not 

consider all harmonies in the harmony memory 

during the local search stage, researchers have 

improved the HS algorithm in two directions: 1) 

adaptive parameter tuning and 2) integration with 

other optimization algorithm’s search strategies
‎10

. 

The improved HS algorithm has been used in 

various fields, including structural design
‎
11, object 

detection
‎12

, estimating the number of wind 

turbines
‎13

, and buffer allocation
‎14

. 

The PoS tagging problem is an optimization 

problem
‎15

. This paper designs a weighted objective 

function according to the characteristics of the 

square Hmong corpus. The weight parameters in 

this function can be adaptively adjusted based on 

whether the word to be tagged is unknown. 

Meanwhile, the HS algorithm is improved by 

utilizing the roulette wheel selection idea and local 

evaluation strategy to enhance its search capability.  

The remainder of this paper contains: The HS 

algorithm be briefly described in section 2. The PoS 

tagging objective function and improved HS 

algorithm are proposed in section 3. Section 4 

demonstrates the experiment and analysis. Finally, 

the entire paper summary be described in section 5. 

 

Harmony Search Algorithm 

The HS algorithm seeks optimization by simulating 

the process of musicians finding optimal harmony. 

The specific steps are as follows. 

Step 1: Initialization. According to the analysis of 

literature
‎16

, the meanings of each parameter are 

shown in Table 1. 

Table 1. The parameter specific meaning 

Parameters Meaning 

HMS Indicates how many harmonics can be stored in the harmony library． 

HMCR The probability of performing the perturbation operator． 

PAR The probability of fine-tuning． 

bw The step size of fine-tuning． 

 

Step 2: Improvisation. If the condition of random 

disturbance is satisfied, the j-th dimension value of 

the new solution is generated according to Eq.1. 

                  

𝑥𝑗 =  {
𝑥𝑗 + 𝛽 × 𝑏𝑤,        if 0 < ∂ ≤ 0.5,

𝑥𝑗 − 𝛽 × 𝑏𝑤,                otherwise.
 

  1 

 

Where, 𝑥𝑗is the j-th dimension value, 𝜕, 𝛽 ∈ (0,1). 

If the condition of random generation is satisfied, 

the value of the j-th dimension value is generated 

according to Eq.2. 

                  𝑥𝑗 = 𝐿 + (𝑈 − 𝐿) × 𝛽   2 

Where, L and U are the minimum and maximum 

value of the search region, respectively. 

Step 3: Update HM. Determine whether to 

eliminate the worst harmony in HM by comparing 

the new harmony with the worst harmony. 

Step 4: Check termination condition. If meets, the 

algorithm stops, otherwise, repeat steps 2 to 4. 

Convergence analysis 

Theorem 1. The optimization process of the HS 

algorithm can be viewed as an absorbing Markov 

chain. 

https://doi.org/10.21123/bsj.2024.9694
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Proof: 𝑋𝑡+1 and 𝑋𝑡  represent the population at the 

t+1 and t iterations, respectively. According to the 

flow of the HS algorithm, 𝑋𝑡+1  is formed only 

under the influence of 𝑋𝑡  and the perturbation 

operator or the restart operator-generated variable 

𝑥𝑡
′ , exhibiting the Markov property. Based on the 

survivor selection mechanism of the population 

update in HS, have: 

𝑃{𝑥𝑜𝑝𝑡 ∉ 𝑋𝑡+1|𝑥𝑜𝑝𝑡 ∈ 𝑋𝑡} = 0 3 

𝑥𝑜𝑝𝑡  represents the globally optimal individual. 

According to the definition of an absorbing Markov 

chain
‎17

, if a random process 𝑋𝑡 satisfies the Markov 

property and 𝑃{𝑥𝑜𝑝𝑡 ∉ 𝑋𝑡+1|𝑥𝑜𝑝𝑡 ∈ 𝑋𝑡} = 0, 𝑡 =

1,2, . .. is an absorbing Markov chain, then 𝑥𝑜𝑝𝑡 can 

be regarded as an absorbing state. 

Theorem 2. The HS algorithm may discover the 

optimal solution in any iteration process. 

Proof: Suppose there exists an N-dimensional 

problem, where each dimension has n possible 

values, and there is only one optimal solution. The 

minimum probability of a new individual becoming 

the optimal solution is: 

𝜀 = ∑ 𝐶𝑁
𝑘[(1 − 𝐻𝑀𝐶𝑅) ⋅

1

𝑛
]𝑁−𝑘[𝐻𝑀𝐶𝑅 ⋅ 𝑃𝐴𝑅

𝑁

𝑘=0

⋅
1

𝑛
]𝑁 > 0 

4 

Eq.3 indicates that the new individual is generated 

based on old individuals in which each dimension is 

not optimal, and the probability of the new 

individual becoming the optimal solution is greater 

than 0. Therefore, the HS algorithm may discover 

the optimal solution in any iteration process. 

Theorem 3. The HS algorithm always converges as 

long as the algorithm has a sufficient number of 

iterations. 

Proof: Let 𝑃{𝑥𝑡 ∈ 𝑋𝑡} denote the probability of the 

existence of the optimal solution in 𝑋𝑡 , then it 

suffices to prove 𝑃{𝑥𝑡 ∉ 𝑋𝑡} = 0. Have: 

𝑃{𝑥𝑜𝑝𝑡 ∉ 𝑋𝑡} = 𝑃{𝑥𝑜𝑝𝑡 ∉ 𝑋𝑡+1|𝑥𝑜𝑝𝑡

∈ 𝑋𝑡} ⋅ 𝑃{𝑥𝑜𝑝𝑡 ∈ 𝑋𝑡} 

                      + 𝑃{𝑥𝑜𝑝𝑡 ∉ 𝑋𝑡+1|𝑥𝑜𝑝𝑡

∉ 𝑋𝑡} ⋅ 𝑃{𝑥𝑜𝑝𝑡 ∉ 𝑋𝑡} 

5 

Combining Eq.3 and Eq.4, have: 

𝑃{𝑥𝑜𝑝𝑡 ∉ 𝑋𝑡+1} ≤ (1 − 𝜀) ⋅ 𝑃{𝑥𝑜𝑝𝑡 ∉ 𝑋𝑡} 6 

0 ≤ 𝑃{𝑥𝑜𝑝𝑡 ∉ 𝑋𝑡+1} ≤ (1 − 𝜀)𝑡+1 7 

𝑙𝑖𝑚
𝑡→∞

𝑃{𝑥𝑜𝑝𝑡 ∉ 𝑋𝑡+1} = 0 8 

Proof complete. 

□ 

Improvement ideas for the HS algorithm 

According to the convergence analysis, as long as 

the algorithm has sufficient number of iterations, 

any improvement algorithm based on the 

framework of HS algorithm will converge. The 

search of the HS algorithm is essentially achieved 

by the operator, which enables the population to 

move from a local optimal region to a better one, 

and finally converge to the global optimal region. 

However, the local optimal point can interfere with 

the algorithm's ability to find the global optimal 

solution, which affects the performance of the 

algorithm in terms of the number of iterations 

required. 

To further analyze why the HS algorithm is prone to 

falling into local optima, an absorbing Markov 

chain be established with N states, as shown in 

Fig.1. 

1 2 N�

 
Figure 1. Absorbing Markov chain. 

Where, state N is the absorbing state, and these 

states are arranged from left to right according to 

their corresponding fitness values. Suppose there is 

only one individual in the population, and the 

probability of an individual transitioning from state 

i to state j is 𝑃𝑖→𝑗. Each disturbance operation will 

only make the state unchanged or move to the right. 

Based on the steps of the harmony search algorithm, 

have: 

𝑃𝑖→𝑘 = 0, 𝑘 < 𝑖 9 

𝑃𝑖→𝑖 =
𝐻𝑀𝐶𝑅 ⋅ 𝑃𝐴𝑅

2
+

(1 − 𝐻𝑀𝐶𝑅) ⋅ 𝑖

𝑁
+ 𝐻𝑀𝐶𝑅 ⋅ (1 − 𝑃𝐴𝑅) 

10 
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𝑃𝑖→𝑖+1 =
𝐻𝑀𝐶𝑅 ⋅ 𝑃𝐴𝑅

2
+

1 − 𝐻𝑀𝐶𝑅

𝑁
 11 

𝑃𝑖→𝑗 =
1 − 𝐻𝑀𝐶𝑅

𝑁
, 𝑗 > 𝑖+1 12 

 

According to Eq.10, because HMCR is less than 1, 

states closer to the absorbing state are more likely to 

undergo self-transition, leading to the algorithm 

falling into local optima. This phenomenon is 

mainly attributed to the fine-tuning and maintaining 

operations in the local search part of the harmony 

search algorithm. The fine-tuning process makes the 

individual adjustment small and the adjustment 

direction random, resulting in the quality of the 

generated new individual not necessarily being 

better than the previous generation. The maintaining 

operation increases the possibility of maintaining 

the state unchanged. Therefore, how to improve the 

local search part of the HS algorithm to enable the 

algorithm to efficiently jump from one local optimal 

region to a better one is a crucial idea for improving 

the HS algorithm. 

 

Improved harmony search PoS tagger 

In this section, according to the characteristics of 

the square Hmong corpus, the PoS tagging objective 

function is designed, and an adaptive harmony 

search tagger (AHST) is proposed. The research 

framework is shown in Fig.2. 

 
Figure 2. The research framework. 

This paper mainly contains the following work: 1) a 

new objective function is designed to reduce the 

effect of the unknown words.2) parameter 

adaptation strategy and search strategy are proposed 

to improve the search mechanism of HS algorithm. 

3) a new output strategy is proposed to consider all 

candidate solutions. 

Objective Function 

In PoS tagging problem, HMM and BiLSTM-CRF 

aim to find the PoS tagging sequence that maximize 

Eq.13 and Eq.14, respectively. 

𝑇∗ = 𝑎𝑟𝑔𝑚𝑎𝑥𝑇𝑗[∏ 𝑝(𝑤𝑖|𝑡𝑖) × 𝑝(𝑡𝑖|𝑡𝑖−1)𝑛
𝑖=1 ]         

13 

Where, 𝑝(𝑤𝑖|𝑡𝑖)is the emission probability of the i-

th word iw tagged as 𝑡𝑖 , 𝑝(𝑡𝑖|𝑡𝑖−1) is the transition 

probability of the from (i-1)-th tag 𝑡𝑖−1 to i-th tag 𝑡𝑖. 

The objective function Eq.13 is obtained by 

multiplying and summing the values in the 

corresponding transfer feature matrix and the 

emission feature matrix, which makes the value of 

the objective function sensitive to smaller values. 

When the value in the feature matrix corresponding 

https://doi.org/10.21123/bsj.2024.9694
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to the correct part of a word in a sentence is small, 

the correct part of speech is easily eliminated. 

𝑇∗ = argmax
𝑡

𝑠𝑐𝑜𝑟𝑒(𝑤, 𝑡)                                   14 

𝑠𝑐𝑜𝑟𝑒(𝑤, 𝑡) = ∑ 𝐸𝑚𝑖𝑠𝑠(𝑤𝑖 , 𝑡𝑖) + 𝑇𝑟𝑎𝑛𝑠(𝑡𝑖−1, 𝑡𝑖)𝑖       

15 

Where, 𝐸𝑚𝑖𝑡(𝑥𝑖, 𝑡𝑖) is the score of the i-th word 𝑤𝑖 

be tagged as 𝑡𝑖. 𝑇𝑟𝑎𝑛𝑠(𝑡𝑖−1, 𝑡𝑖) is the score of the 

from (i-1)-th tag 𝑡𝑖−1 to i-th tag 𝑡𝑖. 

The objective function Eq.15 is obtained by adding 

the value in the corresponding transfer feature 

matrix and the value in the emission feature matrix. 

If the tagged word is an unknown word at this time, 

the impact of the emission feature and the transfer 

feature on the objective function is consistent, 

which may lead to tagging errors. 

To reduce the influence of the unknown word, the 

new objective function is proposed, and shown 

below. 

𝑇∗ = 𝑚1 ∗ 𝑇𝑟𝑎𝑛𝑠(𝑤𝑖) + 𝑚2 ∗ 𝐸𝑚𝑖𝑠𝑠(𝑤𝑖)    16 

Where, 𝑇𝑟𝑎𝑛𝑠(𝑤𝑖) =  𝑝(𝑡𝑖|𝑡𝑖−1) and 𝐸𝑚𝑖𝑠𝑠(𝑤𝑖) =

𝑝(𝑤𝑖|𝑡𝑖) . When iw  is the unknown word, 𝑚1 =

0.99, 𝑚2 = 0.01. This means the  𝑇𝑟𝑎𝑛𝑠(𝑤𝑖) has a 

greater impact on the evaluation function than 

𝐸𝑚𝑖𝑠𝑠(𝑤𝑖) , because the part of speech of the 

unknown word should be determined by the part of 

speech of the previous word. Otherwise, 𝑚1 = 0.5, 

𝑚2 = 0.5 . It means 𝑇𝑟𝑎𝑛𝑠(𝑤𝑖)  and 𝐸𝑚𝑖𝑠𝑠(𝑤𝑖) 

have equal influence. When the previous word is 

the unknown word, 1 0.01m  , to weak the 

influence of the PoS of the previous word on the 

current word tag. 

Parameter adaptive adjustment strategy 

The parameters of swarm intelligence optimization 

algorithms affect their performance
‎18

. In HS 

algorithm, HMCR controls whether to perform the 

local search or global search, PAR controls whether 

to fine-tune. A larger HMCR is beneficial to the 

local search, and a smaller HMCR is beneficial to 

increasing the diversity of the HM. A larger PAR is 

beneficial to improving the precision, and a smaller 

PAR makes the algorithm stable. In the early stage 

of algorithm iteration, global search or fine-tuning 

should be performed as much as possible. As the 

algorithm iterates, the frequency of local searches 

should increase. Therefore, HMCR and PAR are 

adjusted according to Eq.17 and Eq.18, 

respectively. 

𝐻𝑀𝐶𝑅 = 0.3 + 0.69 ×
𝑡

𝑀𝐴𝑋𝐺𝐸𝑁
             17 

𝑃𝐴𝑅 = 0.99 − 0.49 ×
𝑡

𝑀𝐴𝑋𝐺𝐸𝑁
              18 

Where t represents the current number of iterations, 

MAXGEN represents the maximum number of 

iterations. As the algorithm iterates, HMCR will 

increase from 0.3 to 0.99, and PAR will decrease 

from 0.99 to 0.5. 

Search Strategy 

Point 1. Harmony Selection Strategy Based on 

Roulette 

A particular part of any harmony in the HM may 

contain information on the optimal solution. In the 

basic harmony search algorithm, each iterative 

evolution does not use all the harmony in the HM, 

so computing resources are wasted and may lead the 

algorithm to fall into the local optimum. For the 

PoS tagging problem, according to the idea of 

roulette selection, the harmony selecting strategy is 

further improved, and specific steps are as follows. 

Step 1: Calculate the PoS distribution by the 

corresponding words in the current HM. 

Step 2: Math the generated random number with 

selection probabilities to determine which part to be 

chosen. 

 
Figure 3. Example harmony selection strategy. 

Fig.3 shows the structure of HM, this means there 

are four words to be tagged in the current sentence. 

In the current HM, two harmonies are tagging the 

first word as ‘N’, and the remaining harmony tags it 

as ‘V’. According to the above steps, for the first 

word, when the random number is between 0.66 and 

https://doi.org/10.21123/bsj.2024.9694
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1, ‘N’ will be chosen as the initial value of the first 

dimension of the new harmony. 

Point 2. Fine-Tuning Strategy Based on Local 

Evaluation 

The harmonic mean is susceptible to extreme 

values, and is more affected by minima than 

maxima. An evaluation function is proposed based 

on this feature for fine-tuning. The transition 

probability matrix and emission probability matrix 

calculated from low-resource corpora are prone to 

extreme values. Meanwhile, there is no information 

related to unknown words in the emission 

probability matrix calculated by statistical methods, 

so it is usually assumed that the probability of 

unknown words being tagged for each part of 

speech is the same. In order to mitigate the impact 

of the above situation on the model, combining 

transition probabilities and emission probabilities 

via weighted harmonic averaging as an evaluation 

function for fine-tuning, as shown in Eq.19. 

𝑓(𝑤𝑖, 𝑡) =
𝛼𝑖+𝛽𝑖

𝛼𝑖
𝑝(𝑡|𝑇𝑖−1)

+
𝛽𝑖

𝑝(𝑤𝑖|𝑡)

                                      19 

𝛼𝑖 = {
0.99, if (i-1)-th word isn't unknow word,

0.01, otherwise.
    

20 

𝛽𝑖 = {
0.5, if i-th word isn't unknow word,

0.01, otherwise.
                

21 

 

During the fine-tuning process, compare the initial 

PoS, the most likely PoS for the current word, and 

the most likely successor PoS to the previous PoS in 

the context, and select the one with the highest 

value among the three according to Eq.19 as the 

new PoS tag for the word being selected. 

 
Figure 4. An example of the fine-tuning operation. 

As shown in Fig.4, suppose the initial PoS is ‘V’, 

the most probable POS tag for the current word is 

‘N’, and the most probable successor POS tag for 

the previous tag is ‘D’. If the POS tag with the 

highest value according to Eq.19 is ‘N’, then the 

POS tag for the first word in the new harmony NHV 

will be tagged as ‘N’.  

Output strategy 

As the algorithm iterates, all solutions converge into 

a small space, so all the information in the harmony 

is valuable. When outputting results, the harmony 

search algorithm only outputs the harmony with the 

best fitness function in HM as the result, but due to 

the scarcity of the corpus, the final result cannot be 

effectively selected only by the fitness function. 

Therefore, the most frequently occurring values in 

each dimension in the final HM are combined into a 

new candidate solution (if the frequency of 

occurrence is consistent, the value in the optimal 

harmony is selected), and compared with the 

https://doi.org/10.21123/bsj.2024.9694
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optimal harmony, the optimal fitness function among them is used as the final output result.  

 
Figure 5. Candidate solution generation process. 

As shown in Fig. 5, in final HM, for the first 

dimension, since N appears the most, the value of 

the first dimension of the candidate solution is N. 

For the second dimension, since D, N, and B appear 

the same number of times, the value of the second 

dimension of the candidate solution is the value of 

the second dimension in the optimal harmony, 

which is B. 

 

Results and Discussion 

This section contains the following: Square Hmong 

corpus description and the experimental results. The 

experiment conducted environment is Windows 11 

operating system and Python 3.7. The hardware 

specifications used were Intel ® Core™ i5 – 9300H 

CPU @ 2.40 GHz, 8 GB memory, NVIDIA 

GeForce GTX 1050 2G. 

The Square Hmong Corpus and The Parameter 

Setting 

At the end of the Qing Dynasty, some Hmong 

words intellectuals created square Miao characters 

by imitating the structure of Chinese characters to 

develop Hmong culture. There are two primary 

sources of the PoS tagging corpus in square Hmong 

script: the Hmong literature recorded in square 

Hmong script collected through non-governmental 

field surveys and collections; the other is script 

books or papers containing square Hmong script 

retrieved from the Internet text. The square Hmong 

PoS tagging corpus used in the experiment has 5942 

words. Divide the data set into a training set and a 

test set in a ratio of 8:2. The average proportion of 

unknown words in the test set is 44.7%. The 

evaluation indicators include Accuracy, precision, 

recall, and F1.  

The Experiment results 

To determine the parameter value of HMS in AHST, 

10, 50, and the length of the sentence are chosen as 

the value of HMS. By running ten times 

independently, the results obtained are as follows.

 

Table 3. Performance comparison of different HMS Values. 

HMS  Accuracy Precision Recall F1 

10 

Best 61.58% 60.82% 61.58% 61.20% 

Worst 59.89% 59.04% 59.89% 59.46% 

Mean 60.64% 59.99% 60.64% 60.31% 

50 

Best 59.89% 60.18% 59.89% 60.04% 

Worst 58.76% 58.71% 58.76% 58.74% 

Mean 59.57% 59.79% 59.57% 59.68% 

the length of  

the sentence 

Best 61.21% 60.43% 61.21% 60.80% 

Worst 60.26% 59.68% 60.26% 60.10% 

Mean 60.64% 60.02% 60.64% 60.30% 

 

According to the experimental results, when HMS = 

50, the model performance is worse. When HMS = 

10 or the value of HMS equals the length of the 

sentence, the model performance is the same. 
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Because HMS represents the number of harmonies 

in the harmony memory, the smaller the HMS value, 

the lower the computational cost. 

Ablation experiments were used to verify the 

effectiveness of each improvement strategy. 

Strategy 1 represents the parameter adaptive 

adjustment strategy, strategy 2 represents the search 

strategy, and Strategy 3 represents the output 

strategy.  

Table 4. Ablation experimental results. 

Models  Accuracy Precision Recall F1 

Standard HS 

+ 

Strategy 1 

Best 48.96% 64.50% 48.96% 55.70% 

Worst 47.65% 62.46% 47.65% 54.40% 

Mean 48.27% 63.42% 48.27% 54.80% 

Standard HS 

+ 

Strategy 2 

Best 49.34% 57.61% 49.34% 53.20% 

Worst 45.20% 52.28% 45.20% 48.50% 

Mean 47.42% 54.85% 47.42% 50.90% 

Standard HS 

+ 

Strategy 3 

Best 48.02% 64.64% 48.02% 54.90% 

Worst 45.95% 62.14% 45.95% 52.80% 

Mean 47.33% 63.50% 47.33% 54.20% 

Standard HS 

+ 

Strategy 1, 2 

Best 61.02% 60.77% 61.02% 60.90% 

Worst 58.95% 56.80% 58.95% 57.90% 

Mean 59.81% 59.21% 59.81% 59.50% 

Standard HS 

+ 

Strategy 1, 3 

Best 47.83% 66.29% 47.83% 55.60% 

Worst 47.63% 66.28% 47.65% 55.40% 

Mean 47.78% 66.29% 47.78% 55.50% 

Standard HS 

+ 

Strategy 2, 3 

Best 54.99% 59.23% 54.99% 56.70% 

Worst 51.03% 55.38% 51.03% 53.10% 

Mean 53.35% 57.12% 53.35% 55.20% 

AHST Best 61.58% 60.82% 61.58% 61.20% 

Worst 59.89% 59.04% 59.89% 59.46% 

Mean 60.64% 59.99% 60.64% 60.31% 

 

Strategy 1 controls whether the algorithm performs 

a local or a global search. Strategy 2 mainly 

strengthens local search capabilities. When the 

algorithm does not perform the local search, this 

strategy does not work. The output strategy 

considers overall harmony library to output the final 

result. From the experimental results, it can be seen 

that each strategy improves the model’s ability in 

different aspects. 

To evaluate the performance of the tagging model, 

accuracy, precision, recall, and F1 are used. 

Meanwhile, the parameter of the model is set as 

follows. 

Table 5. Parameter setting of each model. 

Models Parameters 

HMM - 

BiLSTM-CRF batch size=40, epoch=5000, initial learning rate=0.01, factor=0.5, 

patience=100, minimum learning=1e-9 

AHST MaxGen=100, HMS=10 

 

Where, MaxGen is the maximum iterations, HMS is 

the number of harmonies (candidate solution) in 

HM. When training the HMM, Laplace smoothing 

is used to solve the zero-probability problem. 

During the training process of BiLSTM-CRF 

model, the learning rate decay technique is used. If 
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the evaluation metric of the model does not improve 

after the patience epoch, the learning rate will be 

reduced according to the factor. 

Table 6. Performance comparison of the taggers on square Hmong corpus. 

Models  Accuracy Precision Recall F1 

HMM Best 56.87% 55.28% 56.87% 56.04% 

Worst 52.17% 51.99% 52.17% 52.36% 

Mean 54.20% 54.01% 54.20% 54.10% 

BiLSTM-CRF Best 52.54% 62.67% 52.54% 57.16% 

Worst 52.54% 62.67% 52.54% 57.16% 

Mean 52.54% 62.67% 52.54% 57.16% 

AHST Best 61.58% 60.82% 61.58% 61.20% 

Worst 59.89% 59.04% 59.89% 59.46% 

Mean 60.64% 59.99% 60.64% 60.31% 

 

Table 6 demonstrates the results of comparative 

experiments. Due to the large number of unknown 

words in the test set, the smoothing technique used, 

and the randomness in the swarm intelligence 

algorithm, the results obtained by HMM and AHST 

are different in the ten times experiments. During 

the training stage, the BiLSTM-CRF model 

randomly selects the feature in the training set as 

the PoS feature of the unknown word, so the results 

are relatively stable. Errors caused by unknown 

words in the tagging process of the Viterbi 

algorithm will be accumulated, affecting the overall 

tagging of the sentence. AHST considers both word 

emission and transfer characteristics and 

dynamically adjusts relevant weights based on 

whether a word is unknown, thus affecting the 

result of fine-tuning. The average accuracy of 

AHST is 6% more than HMM and 8% more than 

the BiLSTM-CRF model, and the average F1 of 

AHST is 6% more than HMM, 3% more than the 

BiLSTM-CRF model. 

 

Conclusion 

As a low-resource corpus for PoS tagging, the PoS 

tagging of the Square Hmong corpus involves many 

unknown words. A model based on an improved 

harmony search algorithm is proposed to reduce the 

influence of unknown words on PoS tagging. In this 

model, the harmony selection strategy is enhanced 

by the idea of roulette. Furthermore, the evaluation 

function parameters are dynamically adjusted based 

on whether the word is unknown and fine-tuning 

PoS based on the local evaluation to reduce the 

impact of unknown words on the overall tagging 

process. The experiment reveals that compared to 

HMM and BiLSTM-CRF models. The proposed 

model achieves 6%, 8%, 6%, and 3% higher 

average accuracy and F1 in the square Hmong PoS 

tagging problem. 

In the future, we will further prove the 

mathematical theory of the weighted objective 

function and optimize the proposed model to assist 

the construction of a square Hmong corpus. 
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 همونغ كوربوس  لغة أداة تمييز جزء من الكلام للبحث عن التناغم التكيفي لمربع

دي وين كانغ
1

، شاو تشيانغ يي
2 ،4

، شريفة زاريث رحمة سيد أحمد
2

بينج مو-لي ،
3
، فنغ تشين 

2
، وبان تشو

1
 

1
 ، الصين.416000كلية الاتصالات والهندسة الإلكترونية، جامعة جيشو، جيشو، 

2
 ، ماليزيا.80310كلية الحاسبات، الجامعة التكنولوجية الماليزية، جوهور، 

3
 ، الصين.416000كلية علوم وهندسة الكمبيوتر، جامعة جيشو، جيشو، هونان، 

4
 الصين.، 415000كلية المعلومات والهندسة، جامعة هونان للتكنولوجيا التطبيقية، تشانغده، هونان، 

 

 

 

 

 ةالخلاص

لغة الهمونغ ، وهي  لمربع أداء النماذج المبنية على البيانات ضعيفاً فيما يتعلق بمشكلات وضع علامات على جزء من الكلام يعتبر

مجموعة منخفضة الموارد. تصمم هذه الورقة وظيفة تقييم الوزن لتقليل تأثير الكلمات غير المعروفة. يقترح خوارزمية بحث متناغمة 

محسنة باستخدام الروليت واستراتيجيات التقييم المحلية للتعامل مع مشكلة وضع علامات على جزء من الكلام الهمونغ. أظهرت 

، على التوالي. وفي الوقت نفسه، BiLSTM-CRFو HMM% أكثر من نماذج 8%، 6بة أن متوسط دقة النموذج المقترح هو التجر

 .، على التواليBiLSTM-CRFو HMM% أكثر من طرازي 3%، أي 6للنموذج المقترح هو أيضًا  F1فإن متوسط 

التحسين، وضع علامات على جزء من الكلام، الكلمات غير اللغة منخفضة الموارد،  خوارزمية البحث المتناغمة، الكلمات المفتاحية:

 .المعروفة
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