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Development of Hybrid Machine Learning in
Patient Diagnosis Classification Using the XRP
Model (Extraction, Reduction & Prediction)

Hendra Nusa Putra 1,*, Sarjon Defit 2, Gunadi Widi Nurcahyo 2

1 Medical Record Department, STIKES Dharma Landbouw, Padang, Indonesia
2 Information Technology Doctoral Department, Faculty of Computer Science, UPI YPTK, Padang, Indonesia

ABSTRACT

This study, carried out over six months at an Indonesian hospital, explores the benefits of standardizing medical record
data and integrating health information systems for healthcare delivery. Utilizing a quantitative research approach, it
focuses on the impact of precise data mining extraction on data analysis and the advantages of an integrated system
for accessing patient records. Advanced data mining methods were employed for feature extraction, selection, and
dataset reduction to enhance data classification accuracy. Findings revealed a direct correlation between the accuracy
of data extraction and the reliability of data classification, highlighting the significant role of dataset reduction in
improving analysis precision. The introduction of the XRP Model, a new predictive tool for assessing disease likelihood,
marked a notable advancement, demonstrating high accuracy rates in predicting diabetes and heart disease (96.8% and
88%, respectively). The model’s consistent performance across various outcome scenarios underscores its potential in
healthcare decision-making. This research evidences the value of advanced data mining and dataset reduction in refining
data classification, thus facilitating better healthcare decisions. The XRP Model’s success in disease prediction suggests
considerable benefits for healthcare services, offering insights crucial for the development and optimization of health
information systems. These findings have the potential to influence healthcare policy and practice, advocating for a new
standard in healthcare data management.

Keywords: Disease prediction, Feature reduction, Feature selection, Machine learning, Medical record

Introduction

The development of electronic medical records has
significantly facilitated the analysis and storage of
medical data. Despite this, it is challenging to fa-
cilitate the sharing of medical information among
various healthcare facilities because electronic med-
ical records contain a sizable amount of personal
privacy information.1

The healthcare and medical sector are more in
need of data mining today. When specific data min-
ing methods are used correctly, valuable information
can be extracted from large databases, which can

help the medical practitioner make early decisions
and improve health services. The accurate analysis
of medical databases is helpful in early illness pre-
diction, patient care, and community services. There
are several applications where methodologies based
on machine learning have been utilized successfully,
including disease prediction. By assisting clinicians
in the early identification and prediction of diseases,
developing a classifier system employing machine
learning algorithms aims to contribute significantly
to solving health-related problems.

Machine learning algorithms and electronic med-
ical records (EMR) can help detect disease and
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determine its adverse effects. This is accomplished
by utilizing diverse healthcare data types through
algorithms and practical use cases, helping people to
understand the basic ideas behind healthcare data
analysis. As the volume of data grows, machine
learning helps doctors speed up examinations and
produce more accurate results. Large datasets that
are too complex for human study can be mined for
knowledge with astonishing ease thanks to machine
learning. This research aims to help doctors special-
izing in specific fields get other perspectives and
determine whether certain scenarios are feasible.2

The weighting of electronic medical record fea-
tures in the extraction assessment model will produce
more accurate knowledge in producing predictive
outcomes. It will go through stages of crawling, data
preparation, and data reduction during the process,
and it will be polished using several algorithms. An
electronic medical record dataset will be used to
test the outcomes. Prediction of patient disease is
crucial to patient care and handling in the medical
field.3 Correct disease identification and prediction
can impact clinical judgments made by doctors, al-
low for early intervention, and enhance the overall
quality of patient care. Patients frequently experience
symptoms in clinical settings that could point to a
particular illness. Doctors may be unable to identify
the underlying condition due to the numerous symp-
toms that must be assessed and studied. The proper
features must be chosen to improve the disease pre-
diction and evaluation system’s performance because
each symptom may have varying degrees of correla-
tion with particular diseases.4,5

The quantity of usable examples (instances) di-
rectly influences the effectiveness of the data mining
process. Although its use can significantly reduce
the risk of making poor decisions, it does not
guarantee optimal business outcomes.6 The findings
demonstrate that no single optimal algorithm can
consistently outperform other algorithms.7

This research’s main goal is to improve the patient
illness modeling system by strategically enhancing
feature selection methods. In this intervention study,
the most important indicators or traits influencing the
prognosis of the disease are identified by means of
active testing and use of sophisticated feature selec-
tion techniques. Our goal is to improve the quality
of the system’s analysis and its ability to anticipate
diseases by carefully implementing these analytical
techniques and selecting the most suitable attributes.
It is anticipated that this integration will reduce com-
putational load during data processing, speed up the
model-building process, and ultimately increase the
accuracy of disease detection rates and without re-
quiring extra testing, the patterns found may aid in di-

agnosing problems and identifying diseases. This can
facilitate better illness diagnosis in the future and as-
sist physicians in making well-informed decisions.8,9

This research aims to pick features more effectively
in order to improve the accuracy of patient disease
prediction models. To do this, we use a variety of
methodologies like variance computation, correlation
analysis, and prediction models like Decision Trees
and Logistic Regression.10 We hope to simplify the
model and increase the speed and precision of illness
diagnosis by identifying the most pertinent elements.
In order to guarantee the legitimacy and dependabil-
ity of our research, patient data from other medical
sources is being gathered for this project.

Materials and methods

We implemented an experimental methodology for
our work that was centered on developing and eval-
uating an ensemble predictive model. To guarantee
excellent data quality, the procedure started with the
careful collection of data and continued with rigorous
pre-processing. The features were chosen according
to their correlations, and then Principal Component
Analysis (PCA) was used to decrease them in order to
improve computing efficiency and minimize dimen-
sionality. An ensemble method was used to build our
prediction model, and its parameters were carefully
adjusted to get the best possible results. A preset
dataset was used for the model’s evaluation, and es-
tablished metrics were applied. This study’s objective
was to evaluate the predictive model’s accuracy in
estimating the given target variable while adjusting
for the data’s limitations and the methods used. By fo-
cusing on the most relevant information, our method
reduces the number of components required for a
functional network traffic analysis, hence simplifying
the model. This simplified feature selection improves
detection performance by reducing the complexity of
the model and the time required to build the classifier
model. Our system is made to function with an effec-
tive classifier by making the most of its attributes.11

The results of our research experiments are shown in
Fig. 1 below:

Based on Fig. 1 provided, the study design appears
to be a structured approach to data analysis with
the goal of disease prediction. The design is divided
into three main stages: Extraction, Reduction, and
Prediction. Here’s a breakdown of each stage:

Extraction

Pre-processing: Involves initial data acquisition and
preparation.
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Fig. 1. Developed experiment flow model diagram (XRP model).

• Acquisition: The first step where data is collected.
• Decision Table Formalisation: Likely involves

structuring the collected data into a format suit-
able for analysis (e.g., a decision table).

• Attribute Reduction: Reducing the number of data
attributes to those most relevant.

• Feature Extraction (Selected with RFE): Extracting
features from the data using Recursive Feature
Elimination (RFE), which is a method to select
features by recursively considering smaller and
smaller sets of features.

subsectionReduction This stage seems focused on
identifying the most significant features from the
data.

• Feature Correlation: Assessing the interdependen-
cies between different features.

• Feature Selection: Selecting the most important
features to include in the predictive model.

• Performance with PCA: Possibly evaluating the
performance of the feature selection by using
Principal Component Analysis (PCA) to reduce di-
mensionality and highlight variation.

• Feature Results: The outcome of the feature selec-
tion and reduction process.

Prediction

This is the stage where the actual prediction model
is built and evaluated.

• Ensemble Model: Utilizing multiple models to
make a prediction, likely to improve the robust-
ness and accuracy of the results.

• Tuning Parameter: Adjusting the parameters of
the model(s) for better performance.

• Performance: Assessing the performance of the
model(s), probably through metrics like accuracy,
precision, recall, etc.

• Prediction: The final step where the model is used
to make predictions.

• Model XRP: specific model used or developed in
research.

Results and discussion

Using advanced analytic methods to forecast dis-
ease outcomes has become more and more important
in the field of medical research. In order to improve
disease forecast accuracy, this study presents a so-
phisticated method that uses a stacking ensemble
model that integrates various predictive algorithms.
With a careful blend of DecisionTreeClassifier and
Logistic Regression as base estimators and Logis-
tic Regression as the meta-classifier, we hope to
build a strong model that can provide accurate pre-
dictions. We aim to demonstrate the efficacy of
the stacking method in enhancing disease predic-
tion accuracy through a methodical process that
involves data preparation, model training, and per-
formance evaluation. This introduction provides the
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framework for a detailed analysis of our study proce-
dures and findings, which are outlined in the ensuing
sections.

1. Import essential libraries for the research
experiment, including pandas for data manip-
ulation, StackingClassifier for ensemble model
construction, base estimators LogisticRegres-
sion and DecisionTreeClassifier for the foun-
dational models, and train_test_split and accu-
racy_score for evaluating the performance of
the models.

2. Load the dataset for the disease from a CSV
file into a pandas DataFrame to facilitate data
handling and manipulation.

3. Extract the feature set (independent variables)
and the target variable (dependent variable,
’prognosis’) from the dataset to prepare for
model training and testing.

4. Utilize the train_test_split function to divide the
dataset into a training set (80%) for model
fitting and a testing set (20%) to evaluate the
model’s performance.

5. Define the base estimators: LogisticRegression
and DecisionTreeClassifier that will serve as
the foundational predictive models within the
stacking framework.

6. Train the base estimators on the training data
using their respective fitting methods to ensure
they are ready to generate predictions.

7. Generate and store the predictions from the
base estimators on the test data, ensuring each
estimator’s outputs are captured for further
analysis.

8. Aggregate the predictions from the base esti-
mators into a new feature set, which will serve
as input for the meta-classifier, showcasing an
innovative approach to model enhancement.

9. Establish a meta-classifier another instance of
LogisticRegression—which will act as the final
decision-maker in the stacking ensemble.

10. Train the meta-classifier on the aggregated pre-
dictions, thus integrating the base estimators’
insights into a singular predictive model.

11. Utilize the meta-classifier to predict disease
outcomes based on the test data’s aggregated
features, thereby demonstrating the efficacy of
the stacking method.

12. Evaluate the accuracy of the ensemble model
by comparing its predictions to the actual dis-
ease outcomes, using the accuracy score as a
metric of success.

13. Present the model’s accuracy on the screen,
thereby concluding the experimental phase and
highlighting the research’s tangible outcomes.

Table 1. Accuracy results of selected diabetes features.

Training Testing
No Model/estimator Feature accuracy (%) accuracy (%)

1 Logistic regression 5 93,78 93,66
6 94,22 94,08
7 95,96 96,08
8 96,04 96,19

2 Decission tree 5 96,00 96,01
6 95,99 96,12
7 96,03 96,12
8 96,04 96,19

3 Random forest 5 96,00 96,10
6 96,04 96,15
7 96,04 96,14
8 96,04 96,19

4 SVM 5 94,22 94,09
6 94,22 94,08
7 94,30 94,22
8 96,04 96,19

5 Gradient boosting 5 96,03 96,09
6 96,04 94,10
7 96,04 95,80
8 96,04 96,19

Diabetes disease data trial

The data above are a feature preview; some are dis-
played with eight features and one label with 100,000
records. In this extraction step, we will perform data
pre-processing because several features are of the ob-
ject type. Then, the data is changed to a type integer
for gender and smoking history features. The dataset
that has the same type (integer) is then followed by
extracting the features into the desired feature se-
lection using Recursive Feature Elimination (RFE) by
selecting through the five estimators, and the results
are stored in a new file for each estimator with the
specified features including 5 features, 6 features, and
7 features. Table 1. shows the best accuracy after fea-
ture selection, found in 6 features using the Random
Forest technique.

The best accuracy data is 96% training data and
96% test data and using a PCA of 95%, this data was
chosen because it has the highest accuracy among
others and is close to the accuracy value with 8 fea-
tures. This selected dataset is used as a result of the
reduction. The Improvement observed in Fig. 2. in-
dicates that each additional component significantly
contributes to explaining the variation in the data.

The ROC graph in Fig. 3. with an AUC of 0.86 shows
that the classification model distinguishes between
positive and negative classes well. The higher the
AUC value, the better the mode performance.

In this step, training and testing of selected features
are carried out using the ensemble model algorithm
by trying 4 techniques: Random Forest, Adaboost,
Stacking, and Bagging; the following accuracy is
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Fig. 2. Plot explained variance, and histogram explained variance
diabetes.

Fig. 3. Graphic ROC.

obtained: For the assessment of machine learning
models, our findings demonstrate impressive perfor-
mance measures. With an accuracy rate of 97.25%,
Adaboost surpassed other models, with Random For-
est coming in second with an accuracy rate of 97.24%.
Notably, stacking performed competitively with an

Fig. 4. Confusion matrix.

accuracy rate of 96.39%, while bagging showed good
predictive power with an accuracy score of 96.84%.
Data from the training results and prediction testing
above shows an increase in accuracy carried out with
the ensemble technique above, where previously as-
sessed accuracy obtained a final accuracy of 0.9724,
so this model can be stored and continued and utilized
for the implementation stage.

The confusion matrix in Fig. 4. shows that the clas-
sification model succeeded in identifying 1,181 cases
as positive which were truly positive (True Positives)
and 18,212 cases as negative which were truly neg-
ative (True Negatives), while the model also made
an error by classifying 80 negative cases as positive
(False Positives) and did not recognize 527 positive
cases as negative (False Negatives), which indicates
that the model has room for improvement, especially
in reducing the number of False Negatives to increase
its sensitivity.

Fig. 5. shows that a Precision value of 0.954218
means that around 95.42% of the results classified
as positive by the model are true positives, while the
rest may be false positives. A recall value of 0.843539
means the model can find and classify around 84.35%
of all positive samples in the dataset. The F1-Score
value of 0.889581 indicates a good balance between
Precision and Recall.

Table 2. is comparative data on the accuracy of
diabetes prediction, which was then carried out by
applying the XRP model to 96.8%

Heart disease data trial

This test phase attempts to predict heart disease,
with a total of 13 features, which are then carried
out using the XRP, and then proceed with extracting
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Table 2. Model comparison dataset diabetes.

Dataset Accurate

https://www.kaggle.com/code/enochadjei/diabetes-analysis-and-predictions 95,8%
https://www.kaggle.com/code/gabrielfacheti/diabetes-prediction-eda-votingclassifier 92%

Fig. 5. Evaluation matrix.

the features into the desired feature selection us-
ing Recursive Feature Elimination (RFE) by selecting
through the five estimators. The results are stored in a
new file for each estimator with the specified features,
including 9 features, 10 features, and 11 features.

Reduction
Table 3. shows the best accuracy after feature se-

lection and is carried out in 11 features using the
SVM technique. The best accuracy data using PCA is
0.9259; this data was chosen because it has the high-

Table 3. Accuracy results of selected heart features.

Training Testing
No Model/estimator Feature accuracy (%) accuracy (%)

1 Logistic regression 9 85,64 83,33
10 86,11 83,33
11 86,11 81,48
12 87,50 77,77

2 Decission tree 9 86,11 79,62
10 87,03 83,33
11 87,96 81,48
12 87,50 77,77

3 Random forest 9 85,64 85,18
10 87,03 83,33
11 87,96 81,48
12 87,50 77,77

4 SVM 9 85,64 83,33
10 86,11 83,33
11 87,96 81,48
12 87,50 77,77

5 Gradient boosting 9 86,11 81,48
10 87,03 83,33
11 87,96 81,48
12 87,50 77,77

Fig. 6. Explained variance and histogram explained variance heart
disease.

est accuracy among the others and has the highest
accuracy of the 11 features. This selected dataset is
used as a result of reduction.

The Improvement observed in Fig. 6. indicates that
each additional component significantly contributes
to explaining the variation in the data.

Prediction
In this step, training and testing of selected features

are carried out using the ensemble model algorithm
by trying 4 techniques: Random Forest, Adaboost,
Stacking, and Bagging; the following accuracy is ob-
tained:

In the analysis of machine learning model perfor-
mance, Random Forest achieved an accuracy rate
of 87.03%, establishing itself as a strong contender.
Stacking also demonstrated impressive results with
an accuracy of 88.88%. The accuracy rates of 83.33%
for both Adaboost and Bagging, however, showed
similar performance.

https://www.kaggle.com/code/enochadjei/diabetes-analysis-and-predictions
https://www.kaggle.com/code/gabrielfacheti/diabetes-prediction-eda-votingclassifier
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Fig. 7. Evaluation matrix.

Fig. 7, with a Precision value of 0.800987 indicates
that approximately 80.1% of the results classified as
positive by the model are true positives, while the
rest may be false positives. A recall value of 0.764069
indicates that the model can find and classify around
76.4% of all positive samples in the dataset. The
F1-Score value of 0.773887 indicates a good balance
between Precision and Recall. These results indicate
that the model accurately identifies true positives,
can find most of the positive samples, and achieves
a good balance between Precision and Recall. The
higher the value of Precision, Recall, and F1-Score.

Table 4. Comparative data on the accuracy of heart
prediction, which was then carried out by applying
the XRP model to 88%.

The XRP model has the greatest accuracy rating,
88%, according to Table 5. which contains research
data from earlier studies with many comparisons.

Conclusion

The developed model, identified as the XRP Model,
is based on an evaluation pattern that consists of pre-
diction, reduction, and extraction. It has been shown
to be highly accurate in predicting diseases, and the
chosen traits are essential to obtaining precise label
predictions. This model has undergone several rounds
of development and has proven successful not just
in early trials but also in increasing the accuracy of
disease prediction when tested on other cases with
different target data and labels. We recognize that
healthcare providers in other countries may not be
familiar with models like XRP. Therefore, we rec-
ommend introducing these models in stages, starting
with workshops and training to increase understand-
ing of the prediction models. This requires offering
technical assistance for early implementation in ad-
dition to specific training on how the model can be
implemented into currently operating healthcare sys-
tems. If used correctly, the XRP Model can improve
the efficacy and efficiency of medical diagnosis and
treatment in any country, empowering medical pro-
fessionals to make more informed choices.
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جذومنمادختسابىضرملاصیخشتفینصتيفطلتخملايللآاملعتلاریوطت

XRP)ؤبنتلاولازتخلااوجارختسلاا(

2ویھاكرونيدیويدانوج،2تیفیدنوجراس،1ارتوباسوناردنیھ

.ایسینودنإ،جناداب،وبدنلاامرادسكیتس،ةیبطلاتلاجسلامسق1
UPI،بساحلامولعةیلك،تامولعملاایجولونكتمسق2 YPTK،ایسینودنإ،جناداب.

ةصلاخلا

ةمظنألماكتوةیبطلاتلاجسلاتانایبدیحوتدئاوف،ةیسینودنلإاتایفشتسملادحأيفرھشأةتسرادمىلعتیرجأيتلا،ةساردلاهذھفشكتست

ایازموتانایبلالیلحتىلعةقیقدلاتانایبلاجارختساریثأتىلعزكریھنإف،يمكلاثحبلاجھنمادختسابةیحصلاةیاعرلامیدقتلةیحصلاتامولعملا

ةعومجملیلقتواھرایتخاوتازیملاجارختسلاتانایبلاجارختسلاةمدقتمقرطمادختسامت.ىضرملاتلاجسىلإلوصولللماكتملاماظنلا

طلسیامم،تانایبلافینصتةیقوثوموتانایبلاجارختساةقدنیبةرشابمةقلاعدوجونعجئاتنلاتفشكو.تانایبلافینصتةقدزیزعتلتانایبلا

ةیلامتحامییقتلةدیدجةیؤبنتةادأوھو،XRPجذومنلاخدإناك.لیلحتلاةقدنیسحتيفتانایبلاةعومجمنمدحللماھلارودلاىلعءوضلا

ىلع%88و%96.8(بلقلاضارمأويركسلاضرمبؤبنتلايفةیلاعةقدتلادعمرھظأثیح،ظوحلممدقتةباثمب،ضارملأابةباصلإا

حضوی.ةیحصلاةیاعرلالاجميفتارارقلاذاختايفھتاناكمإىلعةفلتخملاجئاتنلاتاھویرانیسربعجذومنللقستملاءادلأادكؤی.)يلاوتلا

لاجميفلضفأتارارقذاختالیھستيلاتلابو،تانایبلافینصتنیسحتيفتانایبلاةعومجملیلقتوتانایبلايفمدقتملابیقنتلاةمیقثحبلااذھ

ریوطتلةمساحىؤرمدقیثیح،ةیحصلاةیاعرلاتامدخلةریبكدئاوفىلإضارملأابؤبنتلايفXRPجذومنحاجنریشی.ةیحصلاةیاعرلا

يفدیدجرایعمىلإةوعدلاو،ةیحصلاةیاعرلاتاسرامموةسایسىلعریثأتلاىلعةردقلااھیدلجئاتنلاهذھ.ةیحصلاتامولعملاةمظنأنیسحتو

.ةیحصلاةیاعرلاتانایبةرادإ

.يبطلالجسلا،يللآاملعتلا،تازیملارایتخا،تازیملالیلقت،ضرملابؤبنتلا:ةیحاتفملاتاملكلا
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